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SECTION I. PROGRAM ENGINEERING AND INTEGRATION SUMMARY
A, Introduction

The Skylab program achieved a major step in the development of the
nation's manned space technology. The Skylab workshop, shown in Figure
I.A-1 represents the first multidisciplined laboratory in a space pro-
gram to provide capabilities for solar and stellar astronomy, space phy-
sics, materials processing, biomedical evaluation and investigation of
space technology. This spectrum of scientific applications and techno-
logy development activity was conducted and controlled by three-man crews.
In terms of the breadth of experimentation and the quantity and quality
of data, the efficiency of Skylab was considered excellent.

Man was the key to this efficiency. Through his efforts failure of
potential catastrophic proportions, the loss of the meteoroid protection
panel during the first minute after launch, was overcome. The failure
resulted in the loss of one electrical power generating solar panel,
ability to fully extend another, and the loss of solar thermal protection
for the Orbital Workshop (OWS) habitation area. A solar sun shade para-
sol furnished by the Johnson Space Center (JSC) was erected, the remain-
ing solar panel was extended and the nominal mission plan regained.
Ultimately, a second solar sun shade furnished by the Marshall Space
Flight Center (MSFC) was erected and utilized throughout the remainder
of the Skylab mission for OWS thermal protection, Figure I1.A-2 depicts
the final operational configuration of Skylab.

Also, through crewmember efforts, diverse experiments were activa-
ted from their protected launch stowage condition. The crew was able to
operate this varied complement of experiments throughout the flight and
meet the desired objectives. Judgement played a critical role in the
conduct of key experiments through recognition of important transient
events such as solar flares and local environmental conditions. The crew
adapted to the orbital environment, and then demonstrated man's ability
to exploit it, permitting the durations of the second and third visits to
be extended to 59 days and 84 days from the initially planned 56 days.

The Skylab missions demonstrated the teamwork concept on the part of
multi-organizations with diverse interests., Investigation of the comet
Kohoutek during the third visit demonstrated an ability to introduce in
"real time" into an ongoing mission, observations of a comet which was
not part of the original mission planning. This flexibility is a credit
to the Skylab crews, mission operations and support personnel, equipment
design and the Scientific Community.
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Figure I.A-1 Skylab Orbital Assembly
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Figure 1.A-2 Operational Skylab



B, Program Objectives

The Skylab program was conceived to conduct scientific investiga-
tions in a low earth orbit. Briefly the program can be divided into
four broad categories summarized as follows:

1, Biomedical and Behavioral Performance. To determine and
evaluate man's physiological responses and aptitudes in space under
zero-gravity conditions and his postmission adaptation to the ter-
restrial environment, through a series of progressively longer missions,
and determine the increments by which mission duration could be in-
creased.

2, Man-Machine Relationships. To develop and evaluate efficient
techniques using man for sensor operation, data selection and evalua-
tion, manual control, maintenance and repair, assembly and set-up,
and mobility involved in various operations.

3. Long Duration Systems Operations. To develop techniques
for increasing systems life, for enduring long habitability periods
and for maintaining extended mission control, plus investigate and
develop techniques for inflight test and qualification of advanced
subsystems.

4. Experiments. To conduct solar astronomy, earth resources,
science, technology, and applications experiments that involve man
when his contribution will improve the quality and/or yield of the
results.



C. Skylab Evolution

The evolution of Skylab encompassed more than a decade of effort
by NASA and Industry personnel, Many obstacles were overcome, which
required the efforts of all participants to achieve all the original
goals,

The first documented report to suggest the use of an S-IVB stage
as a space laboratory occured in November 1962 and served as a cata-
lyst to formalize ideas that had yet to be published. By early 1965,
center program analysts and development personnel were using such
terms as ''spent stage' and "wet' workshop in reference to the pos-
sibility of purging propellant from an S-IVB stage in space and con-
verting the stage to a space laboratory. Interest and activities
increased and by August 1965, National Aeronautics and Space Admin-
istration (NASA) Headquarters announced the establishment of an
Apollo Application Program (AAP) office, which replaced the old
Apollo Extension Systems Program. Effort accelerated on the concept
of converting a spent S-IVB stage to a space laboratcory and in De-
cember 1965 Marshall Space Flight Center (MSFC) received formal go-
ahead to develop the Orbital Workshop (OWS). Additional consideration
was given to the use of Gemini subsystems on the airlock splice experi-

ment.

The first officially released schedule for AAP reflected a
requirement for the launch of twenty-six Saturn IB and nineteen
Saturn V launches. These launches involved three 5-1IVB/Spent Stage
Experiment Support Modules (SSESM), three Saturn V Workshops, and
four Apollo Telescope Mounts (ATMs) in addition to five lunar mis-
sions and two synchronous orbit missions. There were several schedule
iterations during the 'wet'" workshop period that lasted through June
1969 and primarily reflected funding constraints through a reduced
number of launches. Initially mission duration was set at a nominal
14 days with extended missions of up to 45 days.

Initially the AAP launch configuration consisted of a SSESM
mounted on the forward end of a S-IVB stage and a Command and Service
Module (CSM). Most experiments were biomedical and would be carried
and performed in the Command Module (CM). Astronauts would enter the
passivated S-1IVB spent stage through the SSESM and activities primarily
would amount to familiarization with zero-g locomotion in a controlled
and enclosed environment. The crew would be quartered in the CSM.

Basic AAP concepts remained unchanged until December 1966 with
the advent of a rendezvous and docking requirement in space using a
Lunar Module (LM)/ATM configuration. Additionally, this new concept
provided for the major step of making the S-IVB habitable by passivat-
ing and pressurizing the hydrogen tank in orbit. A two-gas atmosphere
of oxygen and nitrogen replaced the S-IVB/SSESM one-gas oxygen system
and incorporated a shirt-sleeve environment. At this time the require-
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ments for the Airlock Module (AM) and Multiple Docking Adapter (MDA)
were identified. Crew quarters were to be established in the S-IVB
purged propellant tank with the storage of habitability equipment in
the MDA,

Primary activities through the remainder of the 'wet" workshop
era reflected considerable change and addition of experiment require-
ments, the addition of solar array wings to the OWS for increased
power capability, emphasis on the need for integration of payload
requirements, elimation of lunar missions and conceptual studies
involving the substitution of a "dry'" for a "wet' workshop program.
Additionally the announcement of specific basic objectives for AAP
was made. The objectives were as follows:

- Long-duration space flights of men and systems, based on
unique capabilities of man habitability, biomedical, and
behavioral consideration and systems development.

- Scientific investigations in earth orbit based on solar
astronomy, earth observation, and stellar astronomy.

- Applications in earth orbit based on meteorclogy, earth
resources, and communications.

The MSFC was assigned the managerial responsibility for the AM and
Lunar Explorer Module (LEM) to establish a satisfactory balance
between Apollo and AAP and to place design integration under a
single NASA center.

In July 1969 NASA headquarters announced the decision to con-
vert from the "wet' to 'dry' workshop configuration with significant
changes identified as follows:

- Multiple Docking Adapter
Delete Orbital Workshop (OWS) experiment storage
Add Apollo Telescope Mount controls and displays

- Airlock Module
Add total mission atmospheric gas storage
Delete scientific airlock
Shroud configuration changed
Add Apollo Telescope Mount deployment mechanism

- Orbital Workshop
Substitute cold gas attitude control system for old
hot gas system
Preinstall all equipment, expendables, and experiments
Add scientific airlock

- Lunar Module Ascent Stage
Deleted
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The launch configuration for Skvlab and the CSM are represented
in Figure 1.C-1.

With the "dry'" workshop decision finalized, emphasis was directed
toward establishing a technical baseline for system definition and
design purposes. The release of the Cluster Requirements Specifica-
tion (CRS) provided such a baseline and detailed design of the AAP
systems proceeded on an expedited basis.

In February 1970 NASA Headquarters officially redesignated the
AAP as the Skylab Program. Figure I.A-1 depicts the on-orbit Skylab
cluster configuration as designed and essentially consisting of the
ATM, MDA, OWS, AM and CSM.

Final design, manufacturing, qualification testing, and hardware
acceptance were the primary Skylab events from January 1970 through
September 1972, Selection of Skylab prime and backup crews also
occurred during this period and names were released as follows:

Prime Backup

Skylab Mission 1: Charles Conrad, Jr. Russell Schweichart

Joseph Kerwin Story Musgrave

Paul Weitz Bruce McCandless
Skylab Mission 2: Alan Bean » Vance Brand

Owen Garriott William Lenoir

Jack Lousma Don Lind
Skylab Mission 3: Gerald Carr Same as Mission 2

Edwin Gibson
William Pogue

With the arrival of the AM/MDA at Kennedy Space Center (KSC) in
early October 1972, all modules came under KSC control and the final
verification program was in full swing. The successful completion
of the verification program culminated in the launch of the Skylab
during May 1973.
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D. Management Philosophy and Techniques

Although Skylab inherited much of its basic equipment and techno-
logy from Apollo and the programs that preceded it, the challenges it
had to face were new and significantly more complex. Skylab embraced
an unprecedented diversity of objectives, sophistication and variety of
experiments. It was the first time that the development of an inhabited
space vehicle had been physically and organizationally separated from
the crew and mission-operations group.

To deal with these factors, a new division of responsibilities was
instituted. MSFC was assigned hardware systems integration; JSC was
assigned integration of mission and crew operations in addition to hard-
ware responsibility for the Command and Service Module (CSM) and assign-
ed experiments, and KSC was responsible for launch operations. Program
offices established at the three centers came under overall management
and direction of the Skylab Program Director in the Office of Manned
Space Flight (OSMF).

MSFC had specific responsibility for developing elements of the
flight hardware and related software, as follows:

Saturn IB and Saturn V.

- OWS, Airlock Module (AM), and Multiple Docking Adapter (MDA).
- Apollo Telescope Mount (ATM).

- Payload Shroud (PS) for the Workshop.

- Assigned experiments.

Technical management was effected primarily through issue of coordinated
requirements and performance specifications, operation of intercenter
technical panels, and a series of formal reviews-on a module and system
basis,

A Skylab Program Specification called out the overall hardware per-
formance requirements. It was issued and controlled by the Program
Director. The specification control of systems, hardware, and test re-
quirements was derived from program objectives. The translation of these
objectives into specifications governing system definition, hardware de-
sign, and test and checkout criteria required a technical evaluation ef-
fort that involved conceptual and cost trade-offs, and, ultimately, im-
plementation through contractual action with affected contractors. The
Cluster Requirements Specification served as the controlling specifica-
tion for system level requirements and was used as a baseline for devel-
opment and/or finalization of Contract End Item (CEI) specifications for
the modules, experiments, and associated ground support systems control-
led by the center. Test and Checkout Requirements Specification Documents
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(TCRSDs) were derived from the CRS and appropriate CEIs. The documents
included module level TCRSDs as well as an integrated TCRSD for the test-
ing program at KSC. The CRS also served as a controlling specification
for the development of Interface Control Documents (ICDs) between inter-
facing contractors.

The control of program specifications and ICDs was effected through
a comprehensive configuration management program tailored after the sys-
tem used on the Saturn program. Documents were baselined contractually
and the configuration management and change integration system provided
rigid control and assessment techniques to assure compatibility between
all affected program elements for any given change action.

The following intercenter technical panels formulated and document-
ed intercenter interfaces and resolved related technical problems as
necessary: Mechanical, Electrical, Instrumentation and Communications,
Mission Requirements, Launch Operations, Test Planning, and Mission
Evaluation. The panels were either jointly chaired by the hardware-
development centers or a designated lead center.

Each Skylab experiment, module and major subsystem was subjected to
the following formal reviews: The Preliminary Requirements Review (PRR),
Preliminary Design Review (PDR), Critical Design Review (CDR), Design
Certification Review (DCR), Configuration Inspection (CIL), Certification
of Flight Worthiness (COFW), Crew Systems Reviews and Flight Readiness
Reviews (FRRs).

The PRR was the earliest formal review of the various concepts con-
sidered and of the concept selected to meet the mission objectives. It
provided a means to insure coordinated understanding of the basic per-
formance requirements throughout the entire program structure. During
a PRR, each responsible organization element from the total Skylab organ-
ization had the opportunity to submit formal Review Item Discrepancies
(RIDs) for resolution. Each RID was formally acted on by the PRR board.
Design was then initiated.

The PDR was a technical review of the basic design approach conduc-
ted early in the detailed design phase. The CDR was a technical review
of the specifications and-drawings conducted when the detail design was
substantially complete. In addition to the review of the end item de-
sign itself, its compatibility with other portions of the system was
examined. Formal submittal and resolution of RIDs was also part of the
PDR and CDR activities.

The DCR was conducted at the module level to provide assurance that
hardware design was acceptable and compatible with program requirements.

The CI was an examination of the manufactured end-items against
the specification requirements, released engineering drawings, and test
results. It was conducted in two parts: before final system test, when
the configuration and overall status of the equipment and its Ground



Support Equipment, as well as qualification test data, were examined; and
shortly before delivery, when final systems test data and acceptance test
data were examined.

The COFW certified that each flight stage and module constituted a
complete and qualified item of hardware before shipment. The basis for
certification was contained and maintained (traceable) in the acceptance
data.

Crew Systems Reviews were conducted on a continuous basis through-
out the program to assure compatibility between Skylab crews and oper-
ational systems on a man/machine basis.

The FRR was conducted at the module and cluster levels and stressed
the operational readiness of the Skylab systems to perform as required
during the mission.

Based on Apollo experience, effective use of special reviews was
employed throughout the program. The Skylab Systems/Operations Compat-
ibility Assessment Review (SOCAR) emphasized the total compabibilitv
between design, development, test, and integration and operational
aspects on a total systems basis and provided necessary insight to eval-
uate program needs and follow-on actions. Significant results were
realized in assessment of hardware systems versus mission documentation
and thus provided a high confidence in the operational readiness of the
Skylab. Independent hardware reviews conducted late in the program
through senior NASA individuals were vital in establishing confidence
that design requirements were met and that hardware would function in a
successful manner. These special reviews provided sufficient overall
visibility to make final determination that launch schedules and mission
objectives could be met.

Mission operations at JSC were conducted through the Flight Opera-
tions Management Room (FOMR) with MSFC involvement through a senior man-
agement representative. The official MSFC position as the result of
problems or potential problems identified throughout the mission was
formally presented in the FOMR and included MSFC representation as part
of the decision making process. Mission support activities at MSFC were
structured by system discipline through the Mission Support Groups (MSGs)
and at the contractor level to assure that all action requests received
a timely and well organized evaluation. Responses were finalized through
the Huntsville Operations Support Center (HOSC) and transmitted to JSC
as a formal MSFC position. Contractors were required to provide contin-
uous support to the various MSGs locally and at the contractors facility
to minimize response times as critical items developed.

The program director, or his deputy, chaired the Flight Management
Team. Team members included Headquarters representatives and senior Center
management and operations personnel. They provided program decisions based
upon recommendations and options provided by the Flight Control/Support
Team. MSFC participation on both teams was a vital part of the decision
making process and contributed greatly to the overall success of Skylab.
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E. Mission Definition

The definition of the Skylab program mission is identified below
and includes mission objectives, Skylab Rescue (SL-R) mission, and
the mission profile.

1. Mission Objectives.

a. SL-1/SL-2 Mission. The objectives for the SL-1/SL-2
mission, as assigned by the OMSF, follow.

(1) Establish the Skylab Orbital Assembly in Earth Orbit

- Operate the Orbital Assembly (SWS plus CSM) as
a habitable space structure for up to 28 days
after SL-2 launch.

- Obtain data for evaluating the performance of
the orbital assembly.

- Obtain data for evaluating crew mobility and
work capability in both intravehicular and
extravehicular activity,

(2) Obtain Medical Data on the Crew for Use in Extend-
ing the Duration of Manned Space Flights

- Obtain medical data for determining the effects
on the crew which result from a space flight of
up to 28 days duration.

- Obtain medical data for determining if a sub-
sequent Skylab mission of up to 56 days dura-
tion is feasible and advisable.

(3) Perform In-Flight Experiments

- Obtain solar astronomy data for continuing
and extending solar studies beyond the limits
of earth-based observations,

- Obtain earth resources data for continuing and
extending multisensor observation of the earth
from low earth orbit.

- Perform the assigned scientific, engineering,

technological and Department of Defense (DOD)
experiments.
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b. SL-3 Mission. The objectives for the SL-3 mission were
as follows:

(1) Perform Unmanned Saturn Workshop Operations

- Obtain data for evaluating the performance
of the unmanned Saturn Workshop (SWS)

- Obtain solar astronomy data by unmanned ATM
observations

(2) Reactivate the Skylab Orbital Assembly in Earth Orbit

- Operate the orbital assembly (SWS plus CSM)
as a habitable space structure for up to
56 days after the SL-3 launch

- Obtain data for evaluating the performance of
the orbital assembly

- Obtain data for evaluating crew mobility and
work capability in both intravehicular and
extravehicular activity

(3) Obtain Medical Data on the Crew for Use in Extending
the Duration of Manned Space Flights

- Obtain medical data for determining the effects
on the crew which result from a space flight
of up to 56 days of duration

- Obtain medical data for determining if a sub-
sequent Skylab mission of greater than 56 days
duration is feasible and advisable

(4) Perform In-Flight Experiments

- Obtain ATM solar astronomy data for continuing
and extending solar studies beyond the limits
of earth-based observations

- Obtain earth resources data for continuing and
extending multisensor observation of the earth
from the low earth orbit

- Perform the assigned scientific, engineering,
technology and DOD experiments.

c. SL-4 Mission. The planned mission objectives for SL-4
were basically the same as those stated for SL-3. The opportunities
mentioned previously, however, presented ample justification for exten-
sion of the mission and the attainment of more data,
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2. SL-R Mission. The SL-R mission was unique to this program. No
previous space program provided the capability to rescue spacemen. The
SL-R mission was planned as a contingency mission to provide for the
safe return to earth of the Skylab crew in the event that the docked CSM
should fail and be unsafe for return. The next in-line CSM would be
used as the SL-2 or SL-3 rescue vehicle; the backup CSM would be used
for SL-4.

Installation of a field modification kit was required if a rescue
situation occurred. The SL-R CSM would be launched with two crewmen,
rendezvous and dock with the SWS, and return safely to earth with five
crewmen. Without compromising the above goals, accomplishment of the
following would have been considered:

- Return selected experiment payload data,
- Perform a diagnosis of the CSM failure,
- Configure the SWS for revisit.

3. Mission Profile. Planned profiles for the Skylab missions are
briefly stated as follows:

a. SL-1/SL-2 Mission.

(1) Workshop Launch and Insertion into Orbit. The Work-
shop, incorporating the modified S-IVB, ATM, MDA, and AM was to be in-
serted into an orbit of approximately 235 x 235 n-mi. and 50° inclina-
tion and configured to await arrival of the manned CSM.

(2) CSM Launch and Insertion into Orbit. Nominal launch
of the CSM was to be on the day following the Workshop launch. The CcSM
was to be inserted into an orbit of approximately 81 x 120 n-mi.

(3) CSM Rendezvous and Dock with the Workshop. The CSM
was to enter a phasing orbit, rendezvous with the Workshop and dock to
the MDA axial port. The CSM Service Propulsion System and Reaction Con-
trol System was to be used for rendezvous maneuvers.

(4) Workshop Operations. The crew was to activate the
Workshop, configure the CSM systems for dependent operation and conduct
experiments to demonstrate the SWS habitability. The mission was to be
conducted for a period of up to 28 days with emphasis on medical experi-
ments designed to test the effects of prolonged space flight. The ATM
equipment was to be activated and its operation verified. Other experi-
ments were to be conducted as assigned.

(5) Workshop in Storage Mode. Near the completion of the
mission, the Workshop was to be placed in an operating mode suitable for
storage.
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(6) CSM Deorbit and Recovery. The CSM was to separate from
the Workshop using the Service Module (SM) Reaction Control System. The
SM Service Propulsion System was to perform the nominal deorbit burn with
the SM Reaction Control System available as backup.

b. Revisit Missions (SL-3, SL-4).

(1) CSM Launch and Insertion into Orbit. The CSM was to
be inserted into an orbit of approximately 81 x 120 n-mi.

(2) CSM Rendezvous and Dock with the Workshop. The CSM
was to enter a phasing orbit, rendezvous with the Workshop and dock to
the MDA axial port. The CSM Service Propulsion System and Reaction Con-
trol System was to be used for rendezvous maneuvers.

(3) Workshop Operations. The crew was to reactivate the
Workshop, configure the CSM systems for dependent operation and obtain
solar astronomy data using the ATM. Biomedical and other assigned ex-
periments were to be performed.

(4) Workshop in Storage Mode. Near the completion of each
mission, the Workshop was to be placed in an operating mode suitable for
storage.

(5) CSM Deorbit and Recovery. The CSM was to separate
from the Workshop using the Service Module (SM) Reaction Control System.
The SM Service Propulsion System was to perform the nominal deorbit burn
with the SM Reaction Control System available as backup.
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F. Systems Design

Utilization of existing design technology and hardware was
maximized on the Skylab program; however, new and complex requirements
necessitated the application of new technology to various system ele-
ments. From the initial concepts of systems design through the verifica-
tion and operational phases, the final success of Skylab was a direct
result of effective systems integration techniques utilized by center
management.

1. Preliminary Design. This period essentially encompassed
the time frame between official program start in December 1965 through
the decision to convert from the 'wet' to '"dry'" workshop configuration
in July 1969. Conceptual trade-offs were performed involving technical
and cost considerations to define systems configurations for each Sky-
lab iteration during this phase. Preliminary system design effort
utilizing existing hardware from previous programs, primarily Apollo,
progressed for many system elements. Detailed hardware design, however,
developed at a slower pace since much of the total system had not been
baselined.

2. Formal Design. Systems design entered a new phase with the
decision to proceed with the "dry" workshop configuration in July 1969.
Much of the effort performed during the preliminary design phase was
still valid but extensive effort was required to establish a systems
design compatible with 'dry'" workshop requirements. Following this
decision, the development and baselining of the CRS resulted in a single
document defining system level requirements and criteria for systems
design. The formalization of the CRS as a single specification to con-
trol design responsibilities initiated the formal systems design phase.
Individual Contract End Item specifications were aligned with CRS
requirements and detail hardware and system element design efforts
proceeded at the module and experiment levels under individual con-
tractor and center controls.

As hardware design developed, the utilization of formal reviews
was emphasized and brought into focus the need to assure the compati-
bility of the total Skylab system. Participation in these reviews was
extended to manufacturing, quality, test and mission requirements per-
sonnel in addition to key center and contractor personnel involved in
the hardware definition. Preliminary Design Reviews and Critical De-
sign Reviews were performed and emphasized the compliance of the hard-
ware against appropriate specifications. Compatibility of interface
requirements with other hardware and system elements was stressed and
required participation by other affected contractors. Ultimately the
CDRs resulted in the release of baselined engineering and subsequent
control through the configuration control system managed at the center
level.
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3. Design Verification. The initial design verification was
accomplished through PDR and CDR activities during the formal design
period and essentially assured hardware qualification and specifica-
tion compliance, As the process of system build-up proceeded, the
ultimate verification process was two-fold. Functional compatibility
of the total system and its elements was demonstrated through a com-
prehensive testing program conducted at the end item, module, and
experiment levels and ultimately through integrated testing of the
total cluster at KSC. Emphasis was also placed on verification of
the crew system interfaces with the system elements and was demon-
strated through regularly scheduled crew system reviews conducted
at contractor facilities and at key times during KSC activities.
Extensive use of simulators provided further confidence that system
design was compatible with crew capabilities. Secondly, the concept
of formal program reviews was continued following the experience
gained on Apollo with these reviews proving invaluable in establish-~
ing the necessary confidence that the total Skylab systems design
was compatible with program objectives. Design Certification Re-
views (DCRs), Spacecraft Acceptance Reviews (SARs), SOCARs, Hardware
Integrity Reviews (HIRs), and Flight Readiness Reviews (FRRs) were
the more significant activities conducted and respectively stressed
design acceptability and formal acceptance of the hardware; total
systems compatibility between hardware, software, and crew personnel;
special review of critical hardware elements; and overall final
readiness of the total system from a functional and operational
aspect to meet launch and mission criteria. These reviews involved
high level center and contractor management and technical personnel
and were beneficial during the final evaluation process in determin-
ing system design acceptability and readiness for the Skylab missions.
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G. Program Summary

Skylab was the first space laboratory and contained facilities and
systems that were extremely sophisticated and represented the latest
technological innovations. Basic systems were required to provide elec-
trical power generation and distribution, environmental control, atti-
tude control of the cluster, instrumentation, communications, caution
and warning for crew safety, and crew habitability support. These sys-
tems were designed to support an eight-month mission with five of those
manned. Laboratory facilities were provided to accommodate diverse ex-
periments covering astronomy, earth resources, scientific investigations,
biomedical evaluation, technology and special applications. This hard-
ware was contained in five different major hardware elements (modules)
which were manufactured by different contractors.

The integration of all requirements and hardware into a configura-
tion that successfully fulfilled program objectives was a major MSFC
responsibility. These Systems Engineering and Integration activities
involved extensive participation of crew systems in the design review
and testing of hardware, the integration of experiments into the respec-
tive modules, and the integration of the modules into an operational
cluster. Additionally, close relationship with and involvement of flight
operations personnel was required to assure compatibility of the Skylab
systems and flight operations planning. The following summary identifies
the effectiveness of the major hardware elements (module and experiments),
crew systems, and Systems Engineering and Integration activities.

1. Airlock Module. The AM was designed and fabricated by the
Eastern Division of McDonnell Douglas Astronautics Company (MDAC-ED) ,
who also fabricated the ATM Deployment Assembly (DA) and Fixed Airlock
Shroud (FAS). See Figure I.G-1 for basic AM configuration. The origin-
al concept of the AM was to provide an interconnecting tunnel and air-
lock between the CSM and the OWS. As the program matured, expanded re-
quirements were imposed and ultimately basic features were provided as
follows:

Interconnecting passage between the MDA and OWS
- Airlock, hatch and support system for extravehicular activity
- Purification of the Skylab atmosphere

- Environmental control of the Skylab atmosphere (cooling only
for the MDA and OWS)

- Atmospheric supply and control
- ATM launch support and orbital deployment provisions

- Electrical Power control and distribution
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- Real- and Delayed-time data

- Cluster caution and warning

- Command system link with ground network

- Very High Frequency (VHF) ranging link for CSM rendezvous
- Controls and displays

- Teleprinter

- Experiment installation of D024 sample panels

- Experiment antennas for Earth Resources Experiment Package
(EREP), and radio noise burst monitor

- Structural support of the ATM, AM, MDA, and FAS

In support of these basic features, system design capabilities were
provided as follows:

a. Structures and Mechanical

(1) The AM configuration included four basic structural
sections. The sections were the Structural Transition Section (STS),
which included the radiators, the tunnel assembly, the flexible tunnel
extension assembly, and the support truss assemblies.

(a) The STS provided the structural transition from
the MDA to the Airlock Tunnel. The STS structure was a pressurized alum-
inum, welded cylinder 47 inches long and 120 inches in diameter of stres-
sed skin and semimonocoque construction. The STS bulkhead provided the
transition from 120 to 65 inches diameter to mate with the tunnel assem-
bly. Machined rings were used to make a typical flanged, bolted inter-
face. Four double-pane glass STS viewing ports allowed visibility. Each
window was protected when not in use by an external, removeable cover
assembly, actuated from inside the STS by a manual crank. The cover
served a dual purpose: to minimize meteoroid impacts on the glass, and
to minimize heat loss from the cabin area.

The Airlock Module Radiator panels served as a meteoroid shield for
part of the pressure vessel skin in addition to their basic function as
space radiators. Radiators were mounted on both the STS and MDA. To min-
imize development and thermal testing, the panels were designed of the
same materials and detail construction used on the Gemini radiator.

(b) The tunnel assembly was a pressurized semimonoco-
que aluminum cylinder 65 inches in diameter and 153 inches long. Two
internal circular bulkheads with mating hatches divided the tunnel assem-
bly into three compartments. Hatch seals and latching mechanisms were
provided in the bulkheads.
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- The forward compartment was 31 inches long and interfaced with
the STS section. It provided support for stowage containers,
tape recorders, and miscellaneous equipment.

- The center (lock) compartment was 80 inches long and included a
modified Gemini crew hatch for ingress/egress during Extravehi-
cular Activity (EVA).

- There were two internal hatches, located forward and aft. One
hatch was used for EVA,

(c) The flexible tunnel extension assembly was a flex-
ible convolute metallic bellows 42.5 inches inside diameter by 13 inches
long and formed a pressurized passageway between the AM and OWS.

(d) There were four truss assemblies of similar basic
design. Minor modifications were required on each truss assembly to sup-
port miscellaneous equipment. The trusses were fusion welded aluminum
tubes. Nitrogen tanks were mounted on gimbals to isolate them from truss
deflections and resulting loads.

(2) The DA consisted of two aluminum tube truss assemblies
connected by a pair of trunnion joints, which allowed the upper truss
assembly to rotate 90° to deploy the ATM. The DA also supported wire
bundles, experiments, antennas, and miscellaneous equipment. The lower
truss assembly was made up of bipods, with the base of the bipods attach-
ed to the top ring of the FAS. A framework atop the upper truss assembly
provided mounts for the four ATM attachment points (rigidizing mechan-
sims). These rigidizing mechanisms attached to the ATM trhough four
adapter fittings. During ground operations and launch, the ATM was sup-
ported by the PS but loosely attached to the DA by the rigidizing mechan-
ism in a floating position. Following PS separation, the springs in each
rigidizing mechanism retracted and rigidly attached the ATM to the DA.

On the ground, alignment of the ATM was provided by the DA attachments at
the rigidizing mechanisms. The DA rotation system provided a means of
rotating the ATM from its launch position to its in-orbit configuration.
The rotating system consisted of the following major components.

- Two release mechanisms each redundantly released the upper
truss to allow rotation.

- Two trunnions provided the pivots to rotate the upper truss.

- Two deployment reels provided the redundant means to pull
(rotate) the ATM into the deployed position.

- The latch mechanism was used to retain the ATM/DA in the
deployed position,

(3) The FAS was a ring-stiffened, thick-skinned cylinder

approximately 80 inches in height and 260 inches in diameter. Inter-
costals distributed concentrated loads introduced by the DA, AM and
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oxygen (0j) tank support points. Two doors were provided in the FAS; one
for access to the FAS interior and the AM EVA hatch during ground opera-
tions and the other for access to ground umbilical connectors. Four an-
tennas; two deployable discones, and two Ultra High Frequency (UHF) an-
tennas were mounted on the FAS. The FAS structure also contained egress
handrails, work platform, film cassette tree supports, film transfer boom
(also called TEE), a TEE hook stowage box and lights.

b. Environmental/Thermal Control Systems (ECS/ICS). The AM
ECS/TCS consisted of the following subsystems:

(1) A gas system permitted prelaunch purge, stored high-
pressure 0y and Nitrogen (Np) and regulated pressure and distribution for
cabin atmosphere and other uses.

(2) The atmospheric control system provided moisture re-
moval, carbon dioxide and odor removal, ventilation, and cabin gas cool-
ing. Moisture was removed from the cluster atmosphere by condensing heat
exchangers and molecular sieves. Carbon dioxide and odor were also re-
moved by the molecular sieve system. Ventilation was provided by fans
and condensing heat exchanger compressors. Gas cooling was provided by
the condensing and cabin heat exchangers.

(3) The condensate system provided the capability of re-
moving atmospheric condensate from the condensing heat exchangers, stor-
ing it, and disposing of it. In addition the condensate system provided
the capability of removing gas from the liquid gas separator and dispos-
ing of it as well as providing a vacuum source for servicings/deservicings.

(4) The suit cooling system provided astronaut cooling dur-
ing EVA and Intervehicular Activity (IVA) by circulating temperature-
controlled water through the umbilical, Liquid Cooled Garment (LCG), and
Pressure Control Unit (PCU) of the astronaut's suit.

(5) The active cooling system consisted of two separate,
redundant loops for active cooling of the suit cooling module, atmos-
pheric control modules, selected experiment modules and coldplate-mounted
electrical/electronic equipment.

(6) The ATM Control and Display (C&D) panel and EREP cool-
ing system provided cooling to the ATM C&D panel and to EREP components
by circulating water to the equipment.

(7) The passive thermal system used thermal coating, ther-
mal curtains, and insulation material to control the gain and loss of
heat both internally and externally.

c. The Electrical Power System (EPS). The EPS housed by the
AM contained eight nickel-cadmium batteries and their charger/regulators
to power the many electrical devices aboard the Skylab. These batteries
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provided up to 3,830 watts of power every orbit and were recharged by
the OWS Solar Array.

Power Conditioning Group (PCG) outputs were applied to the various
AM EPS buses by appropriate control switching provided on the STS instru-
ment panel or by ground control via the AM Digital Command System, Each
PCG provided conditioned power to using equipment and recharged the bat-
teries during the daylight period. A switching arrangement permitted
the powering of all eight PCGs from one solar array throughout the Sky-
lab missions,

d. Sequential System. The Sequential System of the Airlock
controlled mission events to establish the initial orbital configuration
of Skylab. Using commands from the launch vehicle Instrumentation Unit
(IU), backed by a command capability from the ground, the following
events were planned to follow launch:

- PS jettison

Discone antenna deployment

- DA activation to position the ATM

- OWS and ATM solar wing deployment

- Venting operations

-~ OWS radiator shield jettison

- Attitude control transfer

Although the Airlock sequential system functioned as required, an
OWS meteoroid shield malfunction prevented automatic deployment of the
OWS solar wings.,

e. Instrumentation System. The Airlock Instrumentation System
sensed, conditioned, multiplexed, and encoded vehicle, experiment, and
biomedical data for transmission to ground stations in either real time
or recorded delayed time. In addition, it provided data for onboard dis-
plays, and through hardline, enabled readout during ground checkout. The
system included the following subsystems:

- Oxygen Partial Pressure Sensing System

- Dew Point Sensor

- Quartz Crystal Microbalance Contamination Monitor

- Acoustic Noise Measuring System

- Signal Conditioning Packages
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- Carbon Dioxide Transducers
- Flowmeters
- Temperature Sensors

f. Communications System. The Communications System transmit-
ted and received voice, instrumentation data, and television data between
crewmembers in the Skylab and on EVA; crewmembers and ground tracking sta-
tions; Skylab systems and ground tracking stations, and between Skylab and
the rendezvousing CSM. The Communications System consisted of the follow-
ing subsystems:

(1) Audio-System. Used in conjunction with the Apollo
Voice Communications System to provide communications among the three
crewmen and between Skylab and the Spaceflight Tracking and Data Net-
work (STDN).

(2) Digital Command System (DCS). A sophisticated, auto-
matic command system that provided the STDN with real-time command cap-
abilities for the AM, OWS, and MDA. The DCS permitted control of exper-
iments, antennas, and cluster system functions.

(3) Teleprinter. In conjunction with the AM receiver/
decoders, the teleprinter provided paper copies of data transmitted by
the STDN.

(4) Time Reference System (TRS). Provided time correlation
to the PCM Data System, automatic reset of certain DCS commands, automa-
tic control of the redundant DCS receiver/decoders, and timing data to
the EREP and onboard displays in the AM and OWS.

(5) Telemetry Transmission System. Used in conjunction
with the Airlock Antenna System, the Telemetry System provided Radio
Frequency (RF) transmission capability to the STDN during prelaunch,
launch, and orbit for real-time data, delayed-time data, delayed-time
voice, and emergency voice (during rescue transmission), in both stabil-
ized and unstablized vehicle attitudes. The system included four telem-
etry transmitters, three of which could be operated simultaneously during
orbital phases.

(6) Antenna System. Consisted of a modified Gemini Quadri-
plexer, two modified Gemini UHF Stub Antennas, four RF Coaxial Switches,
two Antenna Booms, two Discone Antennas, and a helical VHF Ranging Antenna.

(7) Rendezvous Systems. Consisted of a VHF Ranging System
and four tracking lights. The systems facilitated rendezvous of CMs with
the SWS. The Airlock Equipment comprised a VHF Transceiver Assembly, a
Ranging Tone Transfer Assembly and a VHF Ranging Antenna.
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g. Caution and Warning (C&W) System. The system monitored
critical Skylab parameters and provided the crew with audio/visual alerts
to imminent hazards and out-of -specification conditions that could lead
to hazards. Emergency situations resulted in a Klaxon horn sounding
throughout the Skylab vehicle. C&W conditions were brought to the crew's
attention through crew earphones and speaker/intercom panels. Emergency
parameters involved:

- MDA/STS fire

- AM aft compartment fire

-  OWS forward/experiment/crew compartment fire
- Rapid change in vehicle pressure

Warning parameters included:

Low Oy partial pressure

-  Primary and Secondary coolant flow failure

- AM and ATM regulated power bus out-of-specification
- Cluster attitude control failure

- EVA suit cooling out-of-specification

- AM and CSM crew alerts

Caution parameters consisted of:

Mole sieve overtemperature, high carbon dioxide content,
flow failure, and sequencing

- OWS ventilation out-of-specification
- Rapid condensate tank pressure change

- Primary and Secondary coolant temperature out-of -specifica-
tion

- C&W system bus voltage out-of-specification
-~ EPS voltages out-of-specification
- ATM attitude control system malfunctions

- ATM coolant system malfunctions

I-25



h. Crew Systems. The Airlock functioned as a nerve center for
monitoring and operating many complex vehicle systems automatically or
by the crew.

(1) STS-Primary crew controls for AM systems:
- EPS
- EPS; Molecular Sieve
Atmosphere Fans
Coolant Control
Condensate System
- IVA Control Panel
- Flight Logbook and Records
- Cluster C&W Monitor System
- 02/N; Gas Distribution System
(2) Lock Compartment - EVA/IVA Operations
- EVA/IVA Control Panels
- Internal and EVA Lighting Controls
- Compartment Pressure Displays
- Vacuum Source
(3) Aft Compartment
- OWS Entry Lighting
- Thermal Fan and Valve Control
-  M509 Recharge Station
(4) Other AM Crew Systems included the following:
- Mobility Aids

- Communications; Placement of internal voice
communications

- Stowage

i. Experiments. The experiments and experiment support equip-
ment which were mounted on the Airlock are as follows:

I-26



(1) D024 Thermal Control Coatings. Evaluated selected
thermal control coatings exposed to near-earth space environment.

(2) S193 Microwave Radiometer Scatterometer/Altimeter.
Determined land/sea characteristics from active/passive microwave mea-
surements.

(3) $230 Magnetospheric Particle Collection. Measured
fluxes and composition of precipating magnetospheric ions and trapped
particles.

(4) Radio Noise Burst Monitor. Permitted prompt detection
of solar flare activity.

(5) M509 Gaseous Nitrogen (GN2) Bottle Recharge Station.
Supporting hardware for recharging three OWS-stowed GN) bottles.

The successful Airlock System performance during the Skylab Program
indicates the effectiveness of the design, fabrication, and test activi-
ties that preceded the flight mission. It also indicates the effective-
ness to the mission support activity in responding to discrepant condi-
tions and providing real-time workaround plans.

The major conclusion that can be drawn from a program point of view
is that the Airlock program philosophy of maximum use of existing, quali-
fied space hardware with extensive use of system engineering analysis and
previous test results to identify the minimum supplemental test program
that was required to complete system verification was proved as a valid,
economical approach to a successful mission.

All Airlock systems were fully operational at the end of the mission.
The system discrepancies that remained were relatively insignificant and
had no effect on the capability to adequately support all mission objec-
tives.

2. Multiple Docking Adapter. The MDA structure was fabricated by
MSFC and outfitted by Martin Marietta Aerospace. It was originally con-
ceived to extend the capability of the OWS to allow selected spacecraft
to rendezvous and dock with the laboratory. After that initial concept,
the functional capability of the MDA was expanded to satisfy additional
requirements as the program evolved. Refer to Figure 1.G-2 for the gen-
eral MDA configuration. The MDA provided three basic capabilities; a
docking facility, an environmentally controlled work and storage area,
and an interface between the SWS elements and the CSM. Specific features
in these categories were as follows:

-  Docking Facility. An axial docking port was provided for nor-
mal CSM docking and a radial docking port was provided for
emergency rescue or backup docking use.
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Environmentally Controlled Work and Stowage Area. The environ-
mentally controlled work and stowage area capabilities and fea-
tures were:

A pressurized passageway between the docked CSM
and the AM/OWS

Work stations to support crew operations
Mounting and operation facility for experiments

Mounting and operation facility for the ATM C&D
Console

Control and monitoring for the Radio Noise Burst
Monitor (RNBM) and Proton Spectrometer

Crew intercommunication and C&W facility

Mounting and operation of the 16 mm Data
Acquisition Camera (DAC)

Passive Thermal Control (External insulation)

Active Environmental Control (atmospheric ven-
tilation, orbital venting, and external radiators)

Optical windows
Meteoroid protection
MDA lighting

Structural mounting (external) for the L-Band
Antenna

Signal conditioning and instrumentation sensors

Stowage for cluster hardware and commodities
Interface between SWS Elements and the CSM. The MDA provided a
physical interface between the SWS and the CSM to accomplish
the following:

Access between the CSM and the AM/OWS

Distribute electrical power to the CSM

Transfer of control, instrumentation, television

(TV), and communication signals between the MDA/
AM/OWS and the CSM.
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To satisfy the basic functions imposed on the MDA, system design
capabilities were provided as follows:

a. Structures. The MDA was a 10 foot diameter, 17.3 foot long
pressure vessel that weighed approximately 14,000 pounds fully equipped.
The MDA had two docking ports, one primary and one backup, designed for
docking the CSM. External and internal mountings were provided for earth
viewing experiment sensors. Film stowage vaults, equipment stowage con-
tainers, tape recorders, and TV equipment were installed internally.
Controls and displays for EREP and ATM experiments were installed in the
MDA. Work stations and mountings for scientific experiments performed
inside the MDA were also provided. The MDA exterior structure consisted
of radiator panels, meteoroid shields, insulation blankets, an electrical
wiring tunnel, an L-Band truss for supporting the Inverter/Lighting Con-
trol Assembly (I/LCA), Proton Spectrometer, S194 L-Band Antenna and the
S194 Electronics, structural support for EREP experiments S191 and S192,
orientation lights, and docking targets.

The structure also contained four windows to provide viewing capa-
bilities for Earth Resources Experiments. The windows were designed to
meet optical requirements of the experiments and to provide MDA pressure
integrity.

b. Thermal Control. Thermal control of the MDA was provided by
a combination of passive and active subsystems. The passive subsystems
limited the heat loss from the MDA interior to a value that would allow
the active subsystem to control the internal temperature. The passive
subsystem consisted of insulation blankets, fiberglas standoffs, paints,
coatings, and low-emissivity aluminized Mylar tape. The active thermal
control subsystem consisted of wall heaters, and thermostats, docking
port heaters and thermostats, and a self-contained subsystem that control-
led S190 window and frame temperatures. Temperatures within the MDA were
also controlled by the air circulation subsystem and coolant loops.

c. Environmental Controls. The mechanical environmental con-
trol system included five major subsystems: ventilation, MDA/CSM hatch
pressure equalization, MDA vent, M512 experiment vent, and ATM C&D panel/
EREP cooling.

The ventilation subsystem consisted of fans and ducts. Three STS /MDA
ducts provided cooled atmosphere from the STS into the MDA. A mol sieve
duct introduced purified (carbon dioxide removed) atmosphere from the AM
to the MDA. Fans for these ducts were located in the AM and atmosphere
circulation in the MDA was provided by two fan/shroud/diffuser assemblies
that controlled the air velocity at the crew stations. One additional
fan/shroud/diffuser assembly was coupled to a flexible duct to circulate
ambient MDA atmosphere to the CSM.

The MDA/CSM hatch pressure equalization subsystem provided a means

of equalizing the atmospheric pressure between the CSM and the MDA after
CSM docking and before SWS entry. Each docking port hatch was equipped
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with a visual differential pressure gage and a manually-operated valve,
Equalization of pressure across the hatch was achieved by opening the
valve.

During launch, the MDA internal atmosphere was vented through the
MDA vent subsystem. The venting was accomplished by two motor operated
vent valves connected in series for closure redundancy. The internal
valve opening was capped by the astronauts after entry into the MDA
using a special sealing device.

The vent subsystem for experiment M512, Materials Processing in
Space, provided a means of venting the experiment chamber to space.
Venting was accomplished through two manually operated valves connected
in series for redundancy. Experiment M512 battery venting to space was
provided by an additional valve on the venting control panel.

The ATM C&D Panel/EREP coolant subsystem provided a flow of inhib-
ited water coolant to electronic cold plates in the ATM C&D/EREP system.
A manually operated four-port selector valve provided the means of direc-
ting the coolant to only the ATM C&D Panel or to both this panel and the
EREP system. The coolant carried the heat generated by the electronic
equipment to the AM where the heat was transferred through the AM heat
exchanger to the AM coolant system.

d. Electrical, The MDA Electrical System operated within the
overall cluster power systems and distributed electrical power for the
functional operation of MDA systems and docked CSM systems. The MDA re-
ceived all its electrical energy across the AM interface from the OWS/AM
and ATM power systems.

Specific features of the electrical system included electrical in-
terconnections and circuit breaker control between MDA electrical compon-
ents and between the MDA and other module interfaces. Power was provided
for interior lights, external running lights, heaters, utility outlets,
fans, and MDA experiments.

e. Instrumentation and Communication (I&C). The I&C system of
the MDA operated as part of the overall ATM, AM, and CSM systems to per-
form telemetry, TV, audio and C&W functions in the MDA. More specific-
ally, these functions consisted of astronaut-to-astronaut voice commun-
ications, biomedical monitoring, fire detection sensing and warning, MDA
statusing and environmental monitoring, portable TV camera coverage, and
ATM TV camera operation.

- The functions were accomplished by four subsystems within the I&C
system. The communications subsystem consisted of three speaker intercom
assemblies, which provided an audio interface and an information transfer
link to the AM data acquisition subsystem, communicated temperature (both
internal and external), pressure, and video selector switch position data
through the MDA to the AM for transmission.
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The TV subsystem consisted of a TV input station, a video selector
switch, and a video tape recorder. The system provided an input inter-
face for the portable TV camera, conditioned video signals from the TV
camera or ATM camera, and provided for real-time TV transmission or re-
cording of video and audio data for subsequent replay.

The C&W subsystem performed fire sensing detection and provided
visual and audible signals that warned of potentially hazardous condi-
tions in the orbital assembly. These signals were provided through the
speaker intercom assemblies.

f. Experiments. The MDA provided support and operating facil-
ities for the EREP experiments, corollary experiments, manufacturing-in-
space experiments, and the ATM C&D Console. The EREP consisted of the
S190A Multispectral Scanner, S193 Microwave Radiometer/Scatterometer/Al-
timeter, S194 L-Band Radiometer, EREP C&D Panel, and two Tape Recorders.
Corollary experiments included the S009 Nuclear Emulsion Experiment,
RNBM, and the Proton Spectrometer.

g. Crew Systems. The MDA Crew Systems provided for the pro-
tection, comfort, and assistance of the crewman and consisted of crew
operational equipment and stowage containers. The crew operational equip-
ment included flight data file, tools, a fire extinguisher, an 02 pack
and mask, speaker intercoms and communication headsets, portable equipment,
utility cables, cameras and accessories, maneuverability equipment, and
miscellaneous aids. The stowage containers and stowage provisions pro-
vided launch and orbital stowage of crew and experiment equipment.

The MDA flight data file included onboard data, launched on SL-1,
which was necessary to support inflight crew operations through SL-2,
SL-3, and SL-4 missions. The file consisted of checklists, logs, note
tablets, maps, star charts, update pads, schematics, and malfunction pro-
cedures,

Tools for operational and contingency use were located at strategic
points, such as contingency hatch opening tools which were mounted on the
axial hatch. Other tool kits and loose miscellaneous hand tools were
available in the MDA contingency tool containers.

Mission performance of the MDA was considered excellent. The fol-
lowing summary presents specific performance comments against the three
basic capabilities provided by the MDA.

- Docking Facility. The MDA axial docking port facility was used
by each CSM crew in accessing the orbiting laboratory. There
were no anomalies reported in the operations of this port facil-
ity. The first crew experienced some difficulty in obtaining a
hard dock with the MDA but this was resolved in real-time and
corrected through CSM probe and docking procedure modifications.
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The MDA radial docking port was not used during the mission.

- Environmentally Controlled Work and Stowage Area. The perform-
ance of the MDA in providing accessible work stations, crew
protection and comfort, and adequate stowage for designated
hardware was within specified limits. The environment was,
with the exception of a brief period early in the mission, with-
in the comfort zone of the crew. An exception occurred during
the employment of contingency thermal management techniques that
were imposed to alleviate the excessive temperatures in the OWS.
The high temperatures experienced were the direct result of OWS
Meteoroid Shield and Solar Array failures, which occurred during
launch. The remainder of the MDA, as a work and stowage area,
had been verified before launch. This effort proved to be sat-
isfactory because no significant comments were received from
the three crews that would suggest poor access, limited work
envelopes, limited stowage, inadequate electrical interfaces,
or potentially dangerous conditions existed in the MDA.

- Interface between the SWS Element and the CSM. The MDA inter-
faces with the SWS and the axially docked CSM were nominal
throughout the Skylab mission with no problems reported.

3. oOrbital Workshop. The OWS was designed and fabricated by the
Western Division of the McDonnell Douglas Astronautics Company (MDAC-WD)
and was a converted S~-IVB/IB stage from the Apollo program. The general
configuration of the OWS is shown in Figure I.G-3. The function of the
OWS was to provide primary living and working accommodations for the crew,
experiment laboratory accommodations, stowage for supplies, and approxi-
mately one-half of the Skylab electrical power. Specifically, the OWS
contained the following features:

- Internal;

Crew habitation area for sleeping, food, water, and waste
management,

Areas for recreation and experimentation,

Facilities for stowage of supplies.

- External;

A Meteoroid Shield system designed to increase the probability
of no pressure loss equal to or greater than 0.995 from the
habitation area.

A Solar Array System designed to provide electrical power to
the AM power distribution and control system.

A Thruster Attitude Control System designed to provide primary
attitude control through the ATM control moment gyroscopes (CMG)
spinup and backup/supplemental attitude control and CMG desat-
uration, for maneuvers, and docking transients.
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Orbital Workshop

Figure I.G-3
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System design capabilities were provided to support OWS functions
as follows:

a. Structural System. The OWS structural system was a modi-
fied S-IVB/IB stage. It consisted of a forward skirt, propellant tanks,
an aft skirt, a thrust structure, and a main tunnel. The skirts and
main tunnel served the same function for the OWS as they did for the
S-IVB, i.e., to carry structural loads and accommodate externally mount-
ed equipment and plumbing/wiring. The thrust structure had no J2 engine
thrust loads to transmit, but otherwise it was used similarly to its
S-IVB use. It carried loads and accommodated installation of additional
equipment and integration hardware external to the OWS.

Modification of the S-IVB propellant tanks for the OWS was much more
involved. A larger, reusable entry hatch replaced the S-IVB hatch in the
forward dome of the Liquid Hydrogen (LH2) tank. A side panel was added to
the LHy tank for ground access only and provided entry into the tank for
modifications, installations, and checkout. Three other apertures were
included to provide an orbital viewing window and to accommodate two
scientific airlocks (SALs) which provided the capability to deploy ex-
periments external to Skylab.

Internally, the LHp tank modification consisted first of fully
"papering" the polyurethane tank wall insulation with aluminum foil to
fireproof the habitation area. A pair of grid floors that enclosed the
crew quarters were installed and crew quarters that consisted of a ward-
room, waste management and sleep compartments, and a medical experiment
compartment were included.

The S-IVB Liquid Oxygen (LOX) tank was converted to a waste tank
for the disposition of Skylab trash. The tank was compartmented with
screens; one compartment used to collect liquid waste that was vented
overboard through a nonpropulsive vent. The common bulkhead between the
habitation area and the waste tank was reworked at the center for the in-
stallation of a trash lock through which trash was passed by the Skylab
crews.

b. Meteoroid Shield System. A shield for the OWS habitation
area protection against meteoroid penetration was afforded. The proba-
bility against pressure loss from penetration was equal to or greater
than 0.995. The shield, made from aluminum sheet, was pretensioned
against the tank wall for launch and ascent. It was to be released on
orbit by ordnance severance of tie-down straps and was to deploy to a
standoff distance from the tank wall of five inches. The deployment was
to have been accomplished by energy stored in torsion bar springs instal-
led at the forward and aft skirts. The shield, which after deployment
would envelope the habitation area, had thermal coatings to provide pas-
sive thermal control for the Workshop.

¢. Environmental/Thermal Control Subsystem. The ECS/ICS de-
sign was based on passive thermal control of the OWS environment with
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augmentation by convective heating and cooling of the atmosphere during
manned phases and radiative heating of the internal structure during un-
manned phases. The ECT/TICS was thus made up of two basic subsystems: an
active TCS including ventilation and a passive TCS.

The passive TCS consisted of optical property control of the OWS
interior and exterior surfaces, High Performance Insulation (HPI) on the
forward dome, polyurethane insulation lining on the inside of the OWS
pressure shell, and heat pipes attached to structural penetrations of the
interior insulation. The exterior surface finishes and the HPI blanket
controlled the net energy balance between the OWS and the external space
environment. The heat transfer rates from the habitation area to the
meteoroid shield, and from the forward and aft dome areas, were regulated
by surface finish control. Also, the interior habitation area wall temp-
eratures were made more uniform with optical property control of these
surfaces and with heat pipes.

The active TCS provided continuous control of the OWS internal
environment during periods of astronaut habitation. The cabin gas temp-
erature was controlled by cabin gas heat exchangers in the AM and by
three convective heaters. Reconstituted air from the AM was mixed with
recirculated air in the OWS. Before habitation, radiant heaters main-
tained temperatures above the minimum levels to satisfy food and film
storage requirements. :

d. Thruster Attitude Control System (TACS). For most of the
eight-month long Skylab mission, the primary source of attitude control
was the three CMGs located on the ATM. The CMGs provided the pointing
accuracy and stability necessary for many Skylab astronomical and Earth
Resources experiments, and maintained the solar inertial attitude neces-
sary for the Skylab solar arrays. A propulsive attitude control system
(ACS) was needed to provide control during CMG spinup (the first ten hours
of the mission), to handle docking transients and large maneuvers beyond
the capability of the CMGs, to desaturate the CMGs when necessary, and to
provide a contingency capability in case of CMG failure. The system-
designated TACS provided over 81,000 pound/second of impulse. A high
thrust level of 50 pounds was required at the start of the mission for
separation transients, a 20 pound thrust minimum was required for each of
the three dockings with Apollo CMs, and a 10 pound minimum was specified
for the rest of the mission. The system was a blow-down system using GNp
as the propellant. Two modules of three thrusters each, 180° apart on
the OWS aft skirt used quad-redundant values for each thruster.

e. Solar Array System (SAS). The SAS for OWS was made up of
two wings, each consisting of a beam fairing and three wing sections.
Each section contained ten identical active solar panels for a total of
30 panels per wing or 60 for the complete system. The system supplied
electrical power to the AM for distribution to equipment requiring power.
The SAS provided an average of 10,496 watts between 51 and 125 volts dur-
ing the sunlit portion of each orbit.
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For launch and ascent of SL-1 the SAS beam fairings that housed the
array were stowed snugly against the OWS meteoroid shield/tank structure.
A GNp ground purge was introduced into the beam fairings to insure an
atmosphere environment around the stowed array of 50 percent relative
humidity or less. During launch the beam fairings were vented to pre-
clude over-pressurization of the structural fairings.

After insertion of SL-1 in orbit, planned operation was to have
been that an ordnance severance system would release the SAS beam fair-
ings for deployment. The deployment was to have been accomplished with
a viscously damped spring actuator. Subsequently, the wing sections
were to have been released and deployed from the beam fairing by similar
systems. The beam fariings and wing section were to have been mechanic-
ally latched in the deployed positions.

£. Electrical Power Distribution System (EPDS). The EPDS pro-
vided the means for power distribution from the AM to all OWS loads.
Power was distributed externally to the TACS, Instrumentation, etc., and
through OWS feed-throughs to redundant buses routed to an electrical power
and control console. In turn, the power was routed from the console to
systems/equipment and experiments internal to OWS. The console in con-
junction with remote control panels contained switches, circuit breakers,
and indicators to permit crew control of power distribution to end items.
The EPDS received 25.5 to 30 Vdc from the AM and supplied 24 to 30 Vdc to
the end items. Wiring to end items was electrically protected with cir-
cuit breakers and physically protected from damage and fire by metallic
trough~shaped conduits.

g. Illumination System. An illumination system in the OWS was
provided to allow for normal and emergency crew activities and experiment
operations. The system consisted of general illumination lighting, ini-
tial entry and emergency lighting, and auxiliary lighting.

For general illumination, there were 42 floodlights; 18 in the for-
ward compartment with 8 on the forward dome and 10 on the forward walls,
4 in the wardroom, 3 in the waste management compartment, 3 in the sleep
compartment, and 14 in the experiment area. For redundancy, one-half the
lights in each area were on Bus 1 and the remainder on Bus 2.

For initial crew entry into OWS and for emergencies, a lighting sys-
tem was provided to control 8 of the 18 lights in the forware compartment.
The floodlights illuminated regardless of the position of their remote or

"integral light switch. The initial entry lighting was controlled by a
single switch in the aft compartment of the AM and the emergency lighting
was enabled by the simultaneous failure of both OWS buses that automatic-
ally supplied emergency power to the initial entry and emergency light
system. Two portable, high intensity lights, each containing & permanently
installed fluroescent lamps, were supplied for special illumination.

h. Communication, Data Acquisition, and Command System. The
OWS communications system provided capability for audio communication
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between Skylab crewmen and between the crew and ground control. It also
provided accommodations for video transmission from Skylab to ground con-
trol and the acquisition of biomedical data on the crewmen. Ten Speaker
Intercom Assemblies (SIAs) were located throughout OWS and comprised the
principal hardware of the system. The SIAs used two channels, either of
which could be connected to a crewman's communication umbilical, Fur-
ther, they included the capability for push-to-talk, push-to-transmit,
and voice record selection by a crewman. Each SIA also included an audio
device for C&W tones.

The OWS Data Acquisition System consisted of a portion of the SWS
PCM Telemetry System, onboard displays and ground checkout support mea-
surements. Low-level and high-level multiplexers, signal conditioning
equipment, and decoders were located in the forward skirt of the OWS.
Signal conditioning equipment, and decoders were located in the forward
skirt of the OWS. Signal conditioning equipment for transducers instal-
led aft on OWS were mounted in the aft skirt.

The OWS Command System provided automatic command capability for
the first 7.5 hours of the mission. This was for control of tank pres-
sures, thruster attitude control, solar array, meteoroid shield, and
refrigeration system radiator shield deployment, the activation of the
refrigeration system, and certain AM/ATM/MDA functions. The design used
the S-IVB mainline switch selector, which received command input logic
from the IU. The AM Digital Command System served as backup.

i. Caution and Warning (C&W) System. The C&W system for the
OWS was an integral part of the system for Skylab. The system provided
visual displays and audible tones when selected parameters would reach
out-of-tolerance conditions. The parameters selected were those that
could jeopardize the crew, compromise mission objectives, or, if not
responded to in time, result in the loss of a system. The monitored
parameters were categorized as Caution, Warning, or Emergency parameters.
The system was monitored in the AM. The OWS provided redundant displays
for crew scanning when they were in the experiment compartment. The OWS
C&W panel was primarily a repeater station that displayed the condition
of selected cluster parameters. Six emergency, two caution, and two
warning parameters were displayed,

j. Habitability Support System. The OWS Habitability Support
System consisted of the following subsystems.

(1) Waste Management System (WMS). The waste management
collection module housed the equipment used to collect feces and urine.
Feces was collected in a bag using airflow into the bag to simulate
gravity. The air entered the bag, passed through a hydrophobic filter
and subsequently through an odor filter and blower and was exhausted in-
to the Waste Management Compartment (WMC). Urine was collected in a re-
ceiver and hose similar to an aircraft relief tube. A centrifugal sep-
arator separated the air from the urine. Air passed through the same
odor control filter and blower as did the feces collection air and the
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urine was pumped by the separator into & four liter storage bag. To
obtain samples to be returned for the medical experiment, the feces were
vacuum-dried in a waste processor and a urine sample of 120 ml was ex-
tracted from the stordge bag and then placed in & freezer for storage.

A vacuum cleaner was jncluded in the waste management equipment. The
same blower used in the collection module was used for suction. The
vacuum cleaner used a bag similar in operation to the fecal bag. The
trash airlock was used to dispose of trash from the cabin into the waste

tank, Trash was placed in a standard disposal bag, inserted in the air-
lock, the 1lid was closed, the trash was ejected into the waste tank.

(2) Water Management System. Water was stored in ten, 600~
pound capacity stainless steel tanks. The tanks contained an integral
stainless steel expulsion bellows, fill and drain ports, iodine and sam=-
ple ports, level indicators, and shutoff valves. The water was trans-
ferred by Teflon-lined hoses to the wardroom for drinking water and to
the WMC for personal hygiene water. In both compartments, the water was
heated to the desired temperature. There was also a chiller in the WMC
to supply chilled water for drinking. The hot water in the wardroom was
used for food reconstitution and dispensers were available for both hot
and chilled water. The water in each water storage tank was initially
purified by using iodine as a biocide and the purity was maintained by
periodically injecting iodine in the water. A portable water tank with
a 26 pound capacity was provided for contingency water supply and also
to support the water network fill and flush during activation.

(3) Personal Hygiene System. Personal hygiene equipment
was provided for the maintenance of health and personal cleanliness. A
personal hygiene module was provided to store supplies required by the
crewmen and dispensers for utility tissues, wash cloths, towels, and
chemically treated cotton pads were also provided. The capability to

dry wash cloths and towels was available.

(4) Body Cleansing System. Body cleansing was accomplished
both by the shower and by sponging with wash cloths. A wash cloth
squeezer was provided with the wash cloths. The shower contained an en-
closure with a continuous airflow as a gravity substitute for moving
water from the crewmen. A water bottle was filled from the WMC water
dispenser and attached to the ceiling at the shower location. The water
remaining after the shower was vacuumed and passed through a centrifugal
air/liquid separator. The air was then filtered and pumped through a
blower into the cabin.

(5) Food Management System. The food management subsystem
consisted of equipment and supplies required for storage and consumption
of foods. Food was stored in food boxes, galley trays, food freezers,
and a food chiller. A galley, components of the food table, and food
trays were provided for preparation and serving of food and chilled
drinks. Food cans and beverage packs were grouped in menu form in food
overcans. A heater tray was available to heat the food during prepara-
tion of the meal.
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(6) Sleep Support System. Sleep restraints were provided
for each crewman and they provided thermal comfort and body restraints.
The sleep restraints were mounted on frames in the sleep compartments.

(7) Suit Drying System. The suit drying equipment, which
consisted of a blower, hose, and desiccant bags, was provided to remove
moisture from inside the pressure suits after each suited operation.
Pressure suits were dried at three suit-drying stations located in the
OWS forward compartment. Drying was accomplished by installing a suit
in the drying station, which consisted of portable foot restraints and
a hanger strap that suspended the suit between the floor and the water
ring foot restraints. The blower unit forced drying air through a hose
and in the suit. Moisture was dried by the air and collected by the
desiccant bags. The desiccant bags were subsequently dried in the WMC
waste processor.

(8) Refrigeration System. The OWS refrigeration system
was a low temperature thermal control system that used Coolanol-15 as
the refrigerant in a closed loop circuit. Heat was dissipated through
a ground heat exchanger cooled by ground equipment during prelaunch oper-
ations and by a radiator, which was externally mounted at the aft end of
OWS, for orbital operations. The system provided food freezers and chil-
lers for food and water in support of habitability and urine freezers and
chillers in support of the biomedical experiment. The system had dual
coolant loops and redundant components to provide reliability and con-
trolled temperatures through a range of plus 42°F to minus 20°F.

(9) Atmosphere Control System. The OWS, which was pres-
surized to 26 psia with Ny in both the crew habitation area and waste
tank for launch was vented after orbit insertion. The habitation area
was then repressurized to 5 psia with 02 to provide the desired breath-
ing atmosphere. The circulated cabin gas was reconstituted in the AM.
The ventilation ducts, each with a circulation fan cluster, routed re-
constituted air to a plenum chamber located to the rear of the aft floor
in the OWS for diffusion through floor diffusers into the cabin.

k. Stowage System. Stowage capability for provisions was in-
cluded throughout the OWS. Twenty-five standardized stowage containers
in the forward dome and 16 standard stowage lockers located in the vari-
ous areas accommodated general provisions such as clothing, sleeping re-
straints, urine collection bags, etc. For ambient food storage, 1l con-
tainers in the forward compartment and two galley cabinets were provided.
Five food freezers, three in the forward compartment and two in the ward-
room were installed. A refrigerator for perishable food was located in
the wardroom and a urine freezer was included in the WMC. The total
stowage capability of the 210 containers onboard was 580 ft~.

1. Experiment Accommodations. For OWS experiments, hardware
accommodations necessary to integrate experiment equipment and perform
the experiments were provided. These consisted of structural attach-
ments, electrical cabling, pressurization and vacuum plumbing, and stowage



restraints. A pair of scientific airlocks antisolar and solar, were in-
stalled in the cylindrical tank walls of the habitation area in the for-
ward compartment to provide visual and physical access to the outside.
The vacuum access for the waste management system was through the waste
tank to use the nonpropulsive venting system of the waste tank. Vacuum
provisions were provided to accommodate the metabolic activity and lower
body negative pressure experiments.

The overall performance of the OWS systems was considered exception-
al throughout the Skylab missions. A major anomaly occurred during the
launch of SL-1 when the Meteoroid Shield failed and resulted in the loss
of Solar Array Wing Number 2 and failure of Solar Array Wing Number 1 to
deploy. Additionally, this anomaly caused excessive temperatures during
the initial days of the mission but no permanent damage was experienced
by critical systems. Successful deployment of the JSC parasol (sun
shade) relieved the high temperature condition and subsequent deployment
of Solar Array Wing Number 1 normalized the power capability sufficiently
to allow near nominal mission performance. No other functional system
failures were caused by the loss of the Meteoroid Shield. Minor anomal-
ies were experienced in the Experiment Accommodations System but were not
considered significant and were overcome through workaround procedures.

4, Apollo Telescope Mount. The ATM was designed and developed as
an inhouse center responsibility. The primary function of the ATM through
its experiments was to provide high resolution data of the entire solar
disk, corona, and other features of interest. Refer to Figure I1.G-4 for
general ATM configuration. Additionally, other prime functions of the
ATM were to provide approximately one-half of the electrical power for
the SWS using the SAS and to provide attitude control and stabilization
for the orbital assembly. Major system elements of the ATM are summar-
ized as follows:

a. Structure and Mechanical System. The ATM Structure and
Mechanical system provided for the mounting of all ATM equipment and the
ATM experiment canister and the means of mounting the ATM to the rigidiz-
ing frame. The rigidizing frame was mounted to the ATM-DA, which deploy-
ed the ATM in orbit. It also provided the mechanisms to unlock and fine
point the canister, operate the canister sun shield aperture doors, un-
lock the film retrieval doors, and finally, it provided mechanical aids
for astronaut EVA.

b. Thermal Control System. The ATM TCS was designed to main-
tain all temperature sensitive hardware, which included electromagnetic
equipment and experiments, within an acceptable temperature range through-
out the Skylab mission by assuring that an acceptable thermal balance was
maintained between waste heat dissipation and the varying space environ-
ment. Two types of thermal control techniques were used. Passive thermal
control management consisting of insulation, low-conductance mounts,
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reflective/nonreflective surface coatings and thermostatically controlled
heaters were used for rack mounted equipment that generally had broad
allowable temperature bands. An active TCS consisting of coolant fluid
and associated pumps, radiators, and controls was required for the exper-
iment canister to eliminate experiment temperature fluctuations and gra-
dients that would adversely affect the scientific data. In addition,
individual experiment heaters, canister and spar insulation and surface
coatings contributed to the canister thermal control.

¢. Electrical Power and Network System. The ATM electrical
power and networks system was a combination of the ATM SAS, 18 charger/
battery/regulator modules (CBRMs), transfer buses, switch selectors and
power, control, measuring, and logic distributors. The transfer buses
were designed to transfer power from the ATM to the rest of the cluster,
as required to meet the overall requirements of the cluster. The ATM
power system could be operated independently or in parallel with the OowWs/
AM power system, which produced a sharing capability of 2500 watts in
elther direction.

d. Electrical Power System (Solar Array). The ATM Solar Array
consisted essentially of 18 independent photovoltoic power generating
systems (solar panels) divided among four wing assemblies. Each wing
contained four full panels and one half panel. Each panel contained 20
solar cell modules and was capable of supplying its respective CBRM 580
watts. Each solar cell module contained either 684 type A cells, or 228
type B cells. The ATM solar wings, when deployed, were locked within
five degrees of a plane perpendicular to the ATM main axis. The solar
array was comprised of two major sections, the electrical (power gener-
ating) section and the mechanical (structural and deployment) section.

The solar wing cinching system and wing deployment system were essen-
tially one-time operational systems with the primary purpose of deploying
the wings from the folded cinched launch configuration to the deployed
orbital configuration.

The solar wing mounting structures provided the basic support for
the entire wing assembly and were the interface to the ATM rack. The in-
board half panel interfaced with the mounting structure through five
hinge points at the ATM sun end, and the inboard scissors arms interfaced
with the mounting structure through two sliders and tracks. The wing
assembly five solar panels were tightly cinched against the mounting
structure forming an integral package that could be handled and trans-
ported independently of other ATM hardware.

e. Instrumentation and Communication (I&C) System. The ATM I&C
System was designed to perform ATM data processing and transmission, pro-
vide command control of ATM Subsystems and experiments, and aid in exper-
iment operations and pointing for solar data acquisition. This system
consisted of the following subsystems:

- ATM data subsystem

I-43



- ATM DCS

- ATM TV subsystem

f. Attitude and Pointing Control System (APCS). The APCS was
designed to provide three-axis attitude stabilization in the required
operational attitudes, to ensure controlled operational maneuvers of the
Skylab and to provide pointing control in support of the ATM experiments.

A CMG system and a TACS (see paragraph 1.G.3.d) provided the torques
necessary for attitude control and maneuvering of the Skylab. The TACS
was used to assist the CMG when the Skylab attitude control or maneuver-
ing requirements exceeded the CMG momentum storage capacity and for the
purpose of desaturating the CMG when the CMG stored momentum was at or
near maximum capacity.

The APCS was designed for two basic modes of operation: solar iner-
tial (SI) and Z-local vertical (Z-LV). All other attitude modes were
attained by maneuvering or offsetting from the two basic attitudes.

g. Control and Display System. The ATM C&D Console was a rack-
mounted console that provided a man-machine interface for the operation
and monitoring of the ATM systems. The console consisted of nine panel
assemblies, each of which contained various C&D sections. The panel
assemblies were comprised of the ATM experiments and supporting systems.
Commands to the ATM systems were provided by toggle and rotary switches,
the Manual Pointing Controller, and the DAS. All critical switch func-
tions were redundantly wired or were redundantly available through the
DAS. Monitoring of system parameters was accomplished by the use of
status lights, meter confidence lights, alert lights, dual scale verti-
cal meters, time-shared digital displays, and TV displays. Controls were
available for power distribution, overload protection, lamp testing,
parametric selection, and console lighting.

Coolant control for the C&D console was provided by a liquid water
coolant loop. The system was designed to reduce and maintain average
console temperatures at approximately 85°F and operate at a maximum loop
pressure drop of 3.0 psi at 220 lbm/hour flow. The coolant loop was an
open cycle cold rail system, fluid being supplied externally by the AM
coolant system. Coldrails were structurally integrated in the console
structure. The console frame served as an intermediate heat sink, trans-
ferring component heat loads to the coolant loop for removal from the
console.

Equipment ancillary to the C&D console consisted of an I/LCA, a
Backup Inverter-Lighting Control Assembly (BI-LCA) System, an EVA Canis-
ter Rotation Control Panel, and a DAS Backup Panel.

h. ATM Experiments



(1) ATM Experiment S$052. Experiment S052, White Light
Coronograph was an externally occulted white light coronograph designed
to block out the image of the sun's disk and take white light pictures of
the solar corona in the visible region of the electromagnetic spectrum
centered about 5400 A,

The experiment's TV camera allowed the astronaut to make visual ob-
servations of the corona that aided in the determination of the most
opportune times to obtain photographs using the film camera.

(2) ATM Experiment S054. Experiment S054, X-Ray Spectro-
graphic Telescope was a slitless spectrograph consisting of grazing in-
cidence telescope and a transmission grating, designed to obtain X-ray
images, spectra, digital intensity data, and white light image of the
entire solar disk.

(3) ATM Experiment SO55A. Experiment SO055A, Extreme Ultra-
Violet (XUV) Scanning Polychromator/Spectroheliometer was an XUV multi-
channel photoelectric spectroheliometer, designed to obtain XUV images
and spectra of small portions of the solar disk.

(&) ATM Experiment S056. Experiment S056, X-Ray Telescope
was a grazing incidence X-ray telescope with pulse height analyzer, de-
signed to obtain X-ray filter images of the solar disk and digital data
at 10 predetermined wavelength bands simultaneously.

(5) ATM Experiment S082A. Experiment S082A, XUV Spectro-
heliograph was a slitless XUV spectroheliograph, designed to obtain a
row of overlapping XUV images of full solar disk, each representing a
different wavelength.

(6) ATM Experiment S082B. Experiment S082B, XUV Spectro-
graph was an XUV spectrograph designed to obtain images of XUV spectra
lines, white light images of small portions of solar disk, and XUV image
of entire solar disk.

The XUV monitor provided a real-time image of the solar disk in the
wavelengths from 170 to 550 Angstrom Units (A) and pointed the spectro-
graph to solar units of interest.

(7) ATM Experiments Hydrogen-Alpha 1 and Alpha 2. The
Hydrogen-Alpha 1 was a telecentric Cassegrain telescope, designed to ob-
tain a 4.5 to 15.8 arc minute diameter of the H-a solar image. The tele-
scope's vidicon camera provided a visual display of the sun to the astro-
nauts, and its film camera recorded where the other instruments were
pointing throughout the mission.

The Hydrogen-Alpha 2 was a telecentric Cassegrain telescope, designed
to obtain a 7 to 35 arc minute diameter H-a solar image. The telescope's
vidicon camera provided the astronaut with a visual display of the sun.

I-45



The ATM on Skylab provided data that indicated the performance of
the ATM, its experiments, the supporting systems, and the crew, had met
or exceeded the premission objectives. This conclusion is based on Sky-
lab mission performance and the evaluation of the systems and experiment
data. The excellence of the ATM ground performance during the critical
early mission period provided ground personnel with the time and capabil-
ity to effect the changes required to continue the Skylab mission.

Due to the management of the ATM systems, workarounds and redundancy
designed into the ATM systems, anomalies encountered during the Skylab
mission had no appreciable impact on the ability of the ATM to support
the mission objectives.

The ATM instruments exhibited outstanding performance throughout the
entire Skylab mission. No major hardware problems occurred that signifi-
cantly impacted the operation of a single instrument. The ocutstanding
performance of the instruments was substantiated by comments from the
Principal Investigators regarding the excellent quality of the scientific
data returned. Resolutions approximating one arc-second were attained on
much of the solar imagery.

5. Payload Shroud. The PS was designed to provide an environmental
shield and aerodynamic fairing for the SWS forward of the FAS portion of
the AM, and was designed to support the ATM during prelaunch, launch, and
boost phases. The PS provided a noncontaminating separation system that
would jettison the PS from the Skylab Cluster during orbit.

General design features of the PS included the following major sys-
tem elements: Biconical nose and a 22-foot diameter aluminum cylinder
shell structure, separation system including the discrete latch system
and the longitudinal thrusting joint systems; electrical/ordnance system,
instrumentation system, and nose cone purge duct system.

An all-aluminum, ring-stiffened, semimonocoque shell was selected
for the PS basic structure. The skin-thickness/ring-spacing parameters
were optimized to provide adequate strength, and provide the required
acoustical attenuation without need for special attenuation coatings.

A quad section radial separation approach was selected. A noncon-
taminating longitudinal thrusting joint device was selected for the
separation system. Discrete latches were needed for structural ties
across the two major ring frames: The PS base ring and the non-cylinder
intersection ring. Linear explosive devices were selected to provide the
power to actuate both the thrusting joint system and discrete latch sys-
tem. A Saturn-qualified electronics bridge wire system was selected for
the electrical/ordnance system.

A slide-off disconnect base attachment system was used; the PS quad-
section motions during the jettison event automatically disengage the PS
from the Airlock FAS. Lanyard electrical umbilicals, PS to FAS, automat-
ically disconnected during the jettison event.
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The PS was designed to structurally support the ATM during ground
operations and during flight prior to the PS jettison event. The ATM
structural support connection was designed such that the ATM outrigger
support points were automatically released by PS quad-section motions
during the jettison event. Refer to paragraph II.E.2.a for PS illus-
trative description.

6. Experiment Integration. The successful integration of exper=-
iments in Skylab represented a major task of the center. The MSFC ex-
periment responsibility was two-fold: (1) the development of 51 MSFC
corollary experiments from a conceptual phase through the delivery of
hardware and their ultimate integration in Skylab modules, and (2) the
integration of 29 JSC-supplied experiments in Skylab modules. Basically,
the integration responsibility included identification and analysis of
requirements, provisioning of facilities, assessment of compatibility
with Skylab systems, physical installation, and integration of test and
checkout requirements.

The successful implementation of the experiment program in Skylab
was demonstrated by the overall success of operation during the three
Skylab missions. More total experiment performances were accomplished
than had been envisioned in premission planning. Observations of comet
Kohoutek and additional science demonstrations were conceived and imple-
mented during the missions.

7. Crew Systems. The significance of man on the total Skylab pro-
gram is one of extreme importance. System hardware performance is en-
hanced and program objectives are guaranteed achievement when operators
who have the ability to think and reason, perform scheduled and unsched-
uled inflight maintenance, and provide system adjustments as required are
an integral planned part of the program.

The role of man throughout the Skylab program provided the necessary
insight to assure that man/system interfaces were compatible and practi-
cal. From the inception of hardware design concepts, crew system reviews
were conducted through all phases of hardware development, system buildup,
testing and finally as an operational system. The accumulative effect of
the NASA and contractor crew system personnel together with the astronauts
influence on the Skylab cluster design was in totality an exceedingly sig-
nificant contribution. When the crew system design changes are considered
individually, it is difficult to conclude that any single change made an
appreciable difference between success or failure of a specific mission
task. However, the accumulative inputs increased the "workability'" of the
Skylab, saved time in task performance and most importantly gave the astro-
nauts the interior arrangement and man/system interfaces necessary to
mission success.

Both formal and informal means of implementing desired design changes
were accomplished through the issuance of a RID.
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Formal action was taken on the requested action by established deci-
sion making review boards. Informally, requested changes from the flight
crew or their representatives was implemented if it was a minor change
that did not affect the program schedule, was not a significant cost in-
crease, and did not adversely affect inflight task performance time. An
example of a significant design change requested by the flight crew was
the relocation of the ATM C&D console in the MDA interface.

The flexibility and value of man as part of the system, with techni-
cal and planning support from crew system personnel on the ground, was
emphasized during the mission with the successful release of an OWS solar
wing and the deployment of a sun shield to offset problems caused by an
anomaly during launch. These efforts were instrumental in normalizing
electrical power capabilities and temperatures and allowing the continua-
tion of the mission. Another graphic example of the total teamwork con-
cept of crew and ground support organizations such as operations, scien-
tists, and contractors, was the rapid response to the advent of the comet
Kohoutek. The comet was detected during the unmanned period between SL-3
and SL-4. The SL-4 crew was briefed, trained, special comet experiments
provided, flight plans extensively revised and a successful program con-
ducted. All this was accomplished in a matter of days by concerted team
effort.

The ultimate objective of determining man's capability to survive
and function during extended periods of time in space was demonstrated
successfully and provides assurance that future manned space programs
can succeed.

8. Systems Engineering and Integration. The overall integration of
Skylab hardware was a responsibility of MSFC and involved extensive coor-
dination activities with the JSC, KSC, and the many Skylab contractors.
MSFC management effectively used the technical expertise provided by sys-
tems engineering personnel to assure that the integration of all require-
ments was accomplished in a timely and technically acceptable manner. This
effort involved engaging the flight crews in the design reviews and test-
ing of hardware having direct crew interfaces and utilizing to the fullest
the crew expertise on man/machine relationships. Flight Operations per-
sonnel were also involved to the greatest extent possible to assure com-
patibility between the systems and Flight Operations planning and inter-
faces.

Techniques that were successfully employed included technical trade-

offs to establish the feasibility of Skylab configurations particularly

in support of the decision to convert to the dry workshop. Extensive use
of technical teams organized as panel and subpanel working groups were in-
strumental in establishing and controlling requirements throughout the
program. The compatibility of hardware versus requirements was effective-
ly analyzed and implemented through scheduled and special reviews using
systems engineering personnel from the inception of design requirements
through FRRs. Control of functional and physical interfaces through

I-48



formal documentation required a systems overview to assure compatibility
of interfacing Skylab systems. Formal configuration control of program
baseline documentation was technically managed by systems engineering and
provided technical impact assessment and compatibility review in support
of program management.

The significance of effective systems engineering and integration

efforts is best summarized by the timely identification and resolution
of program problems on a continuing basis throughout Skylab development.
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H. Conclusions

The successful Skylab program marked the end of the first era of
manned spaceflight and laid the foundations of an expanded role for the
future of man in space exploration. Skylab ended the era in which both
the United States and USSR space programs sought to determine the limits
of man's useful performance in a space enviromment. Skylab answered
affirmatively the questions of man's ability to adapt to a space environ-
ment and the value of his contributions to space operations. It also
laid the foundations for future space operations by demonstrating the
basic feasibility of shuttle operations and the habitability and work-
ability of large long-duration space stations.

The most important contribution is the convincing manner in which
Skylab proved man's ability to adapt to long periods of space flight
without losing his normal capability to work effectively over a broad
spectrum of space laboratory activities. These ranged from the solar
panel and solar shield external repairs to a wide variety of internal
equipment and scientific experiment fixes that enabled the three Skylab
missions to exceed all of their prescribed workload parameters by wide
margins.
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SECTION II. SATURN WORKSHOP SYSTEMS
A. Systems Approach

1. General. Systems Engineering and Integration (SE&I) played a
vital role in the successful achievement of Skylab Program objectives.
No previous program was as complex from a technical standpoint nor in-
volved so many contractor efforts to produce an effective end product.
The need for system integration was formally recognized as early as
May 1966, when study contracts for Apollo Applications Program (AAP)
experiment integration were awarded.

In July 1967 a contract for payload integration of experiments
and experimental support equipment on Apollo Applications spacecraft
was awarded to the Martin Marietta Corporation (MMC). In addition to
work involving the OWS and the ATM, integration of JSC experiments and
test integration planning and support for launch operations at KSC
were included.

From the time that AAP became a formal program in December 1965
through the decision to convert from a 'wet" to '"dry'" workshop concept
in July 1969, the SE&I activities were primarily involved in study
efforts to establish program requirements, mission configurations, and
trade-offs on conceptual flight systems and system requirements. Addi-
tionally, attention was directed to the definition and integration of
experiment requirements for the AAP payloads. Evaluation of testing
requirements was somewhat low key during this period for total systems
had not been defined.

With the July 1969 decision to convert to Dry Workshop, SE&IL
efforts were immediately directed towards preparation and release of
the Cluster Requirements Specification, RSO03M00003, This document
resulted from a joint MSFC/JSC effort and represented the first formal
release of system level requirements. It provided a common baseline
controlled through level 2 (intercenter) change control and served as
a baseline for CEI Specifications, ICDs, and associated performance
criteria to assure a common development base. The decision to convert
to the Dry Workshop was based on a significant systems engineering
effort, which culminated in a formalized document entitled "Technical
Considerations, Saturn V Workshop Program Definition Sutdy.' The
technical trade-off and feasibility study results included in the doc-
ument provided the necessary decision-making criteria for program man-
agement.

During the hardware development phase that followed the Dry Work-

shop decision, SE&I participated in PDRs and CDRs to assure the com-
patibility of baseline hardware with overall system requirements. With
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the integration of total hardware in the Saturn Workshop (SWS)modules,
SWS module build-up and ultimately a total SWS, reviews were expanded
to higher managerial levels. The SE&I assisted program management
with the technical aspects that resulted in meaningful, standardized
reviews and established a confidence level that mission objectives
could be successfully accomplished.

Acceptance Reviews, Design Certification Reviews (DCRs), SOCARs,
Hardware Integrity Reviews (HIRs), and Flight Readiness Reviews (FRRs)
were the significant technical reviews that involved SE&I support to
program management. These efforts were reflected in the overall suc-
cess of the Skylab missions.

The previous paragraphs relate the more significant areas of SE&I
participation. The following paragraphs discuss in more detail the
areas that involve system engineering and are considered critical in
the development of a successful Saturn Workshop and involve the type
of activity considered pertinent on future programs.

2. Conceptual Phase. The conceptual phase of the AAP/Skylab
Program encompassed the time frame between official program start (De-
cember 1965) through the decision to convert from a '"wet' to a '"dry"
workshop (July 1969). The role of systems engineering during this
conceptual phase centered around analysis of mission objectives (for
the various missions identified) in sufficient detail to develop con-
cepts of implementation, Activities during this phase included feasi-
bility studies and development of system requirements documents and
specifications and first-order system schedules and costs. A signifi-
cant SE&I contribution was realized in the dry workshop decision and
associated integration of payload requirements as follows:

a. Dry Workshop Concept. The center initiated conceptual
studies in October 1968 that involved the substitution of the ''dry"
for the "wet'" workshop program. The basic concept was proposed as a
standby Saturn IVB (S-IVB) stage stripped of existing hardware and one
substitute standby for the wet S-IVB.

b. Payload Integration and System Engineering. A letter
contract was definitized between the center and the MMC for the Pay-
load Integration and Systems Engineering effort required to support
center responsibilities. The contract was awarded in January 1969 and
reflected the center's emphasis on strong systems engineering manage-
ment.

c. Dry Workshop Decision. In July 1969 it was decided to
convert from a "wet" workshop to a '"dry" workshop concept. This deci-
sion was announced by NASA Administrator, Dr. Thomas 0. Paine, and re-
flected the MSFC position as documented in a report entitled ''Technical
Considerations, S-V Workshop Program Definition Study.'" The report was
the result of a strong system engineering effort that involved concep-
tual design and feasibility studies to determine the advantages/
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disadvantages of converting to the '"dry" workshop concept. The study
recommended the 'dry'" workshop concept and significant advantages were
identified as follows:

(1) Total Payload Package. Simplification of the total
space vehicle by integration of systems into a total payload package,
outfitted and checked out on - the ground.

(2) Reliability. Increased reliability because of sim-
plification of hardware and astronaut operations.

(3) Earlier Experiments. Operation of experiments in
an earlier time frame with the improved probability of achieving mis-
sion success.

(4) Cost Reduction. Potential reductions in total pro-
gram cost due to hardware simplification.

d. Hardware Simplification. Primary hardware simplification
included the following:

(1) Propulsion. Eliminating the propulsive features of
S-IVB stage.

(2) Solar-inertial Attitude. Eliminating major in-orbit
pointing maneuvers by use of a solar-inertial attitude in all phases
of the mission.

(3) Interface Reductions. Reducing the interface func-
tions between the cluster and the CSM, which is mainly a ferry vehicle
for the crew.

(4) Ground Qutfitting. Outfitting the workshop on the
ground, which allows complete assurance that everything is in working
order before launch and also reduces astronaut operations and require-
ments on the hardware to establish habitable crew quarters.

(5) Resupply Reduction. Reducing resupply and logistics
requirements by loading consumables and expendables into the S-V Work-
shop (WS) before launch.

(6) Quiescent Command and Service Module (CSM). Minimizing
the hardware modifications required on the CSM by maintaining it in a
quiescent stage during docked operations,

The probability of achieving total mission success was improved
by the requirement for fewer launches; elimination of the Lunar Module
(LM) ; elimination of propulsion, passivation, and activation functions
required by the Wet Workshop; earlier achievement of experiment and
program objectives; and ability to check out most systems and experi-
ments in their operating modes on the ground.
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During the several years encompassing the conceptual phase of the
program, many iterations were involved. The role of systems engineer-
ing was considered of prime significance in the decision-making pro-
cess and culminated with a strong effort that supported the final de-
cision to proceed with the '"dry" workshop concept.

3. Definition Phase. This phase of the AAP (Skylab) Program
consisted of the detailed definition of the total system including
flight hardware, support equipment, software and personnel. The phase
essentially began with the decision to convert to the "dry'" workshop.
Products of this phase included development of cluster requirements,
operational definitions, more detailed trade studies, configuration
descriptions and preliminary hardware specifications.

The CRS was released during mid-1969 and was considered as the
single authority and baseline for all integrated system level design,
build, test, and performance requirements. The document was developed
through a joint MSFC/JSC effort and provided a single, viable working
document for all contractors and NASA centers to use. The implementa-
tion of this specification and a subsequent baseline through the Level
2 Configuration Control Board (CCB) provided a controlling document
for development of CEI Specificatioms, ICDs, and associated perform-
ance criteria to assure fully integrated systems, compatible with
mission objectives.

4. Design Phase. The design phase of the program consisted of
the detail design and fabrication of each system element, evaluation
of the system through analysis and test, activation of the system,
and all other related activities required to support and use the sys-
tem. The complexity of the program, together with the involvement of
many contractors, necessitated rigid system level control to assure
physical compatibility of interfacing hardware, functional compatibil-
ity at the system level, and maximum confidence that mission objec-
tives would be met both operationally and as a man-machine interface.

During the design phase, the overall complexity of the program
became extremely critical from the standpoint of providing effective
controls and integration of requirements into a total Skylab system.
With a multitude of contractors providing many hardware elements,
program management recognized the need for an effective use of SE&I.
The primary areas of concentration that required System Engineering
expertise included interface requirements, configuration control, key
hardware milestone reviews, compatibility assessment revievs, special
reviews, system verification, and special analysis.

a. Interface Requirements. The tremendous complexity of
Skylab interfaces, with the dispersion of development and production
activities across the country, demanded accurately defined and tightly
controlled interfaces. It was soon learned that third-party custo-
dianship of ICD's could not accomplish this task in a timely manner.
Interface Control Documents between modules were defined after detailed
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system requirement ICDs had been agreed to between centers. Systems
ICDs were necessary where significant portions of the hardware were
supplied by more than one center. The systems level ICDs also proved
to be an effective way of performing a systems engineering evaluation
of changes late in the program and served as catalysts to initiate com-
patibility testing between the ground and airborne systems. Mainten-
ance was assigned to one party of the interface, under CCB management.,
Interface Control Document changes were coordinated with all other
affected interfaces by the responsible party, Contractual require-
ments ensured that this work and related engineering change proces-
sing was accomplished expeditiously with management visibility.

b. Configuration Control. Comprehensive configuration man-
agement, implemented early, is essential for any program, and particu-
larly for one with complex interfaces and a variety of hardware and
documentation sources.

Configuration management and change integration for the SWS was a
responsibility of the systems engineering and integration activity at
MSFC. A change integration group was established early in the program
to develop necessary guidelines and support all Level 2 and 3 CCB

activities.

The system used by the Saturn program was successfully modified
and implemented for the SWS program. The system called for the assign-
ment of a single program control number (PCN) and a responsible change
integration engineer to each change. A computerized tracking and
accounting system which was also developed for the Saturn program,
became the working tool of the group. The system provided daily re-
ports on the status of changes, pointed out delinquencies, and identi-
fied all affected interfaces and modification kit status once hardware
was delivered,

An intercenter Change Integration Working Group (CIWG) was estab-
lished to coordinate hardware design changes occurring early in the
program. This group acted as a Level 2 preboard to screen all changes
and provide current status for total change activity that affected SWS
module interfaces, ground systems, and crew operations. A SWS Change
Review Board (CRB) was implemented locally and this MSFC board met
daily to review all new change requests and the progress of all changes
being worked at the center.

The following observations are made based on experience gained in
the SWS change integration activity.

(1) Change Control. Assignment of a single program-wide
tracking number and one responsible change integration engineer to each
change is an absolute necessity in a complex program having many changes
affecting many interfaces. This '"cradle-to-grave" concept for change
tracking and integration responsibility ensured positive identification
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and coordination between all involved centers, contractors, projects,
and contract personnel.

(2) Change Integration Working Group. The SWS CIWG
was made up of representatives of the various technical systems disci-
plines and systems engineering and integration. Such a group proved
to be a primary tool for ensuring that early design was well coordin-
ated. This group must be established early and represent all involved
centers and hardware contractors.

(3) Change Review Board. This daily review board ensured
that changes were being worked effectively and expeditiously with all
affected program elements. The board chairman should have Level 2 sig-
nature authority and each Level 3 organization should be represented on
the board by signature authority.

(4) Configuration Control Boards. The SWS Level 2 CCB
was a primary function of the systems engineering and integration
activity. Representatives of that group also sat on Level 3 boards to
ensure proper coordination of changes at Level 2 and at other Level 3
boards. Requirements should be established for each Board, regardless
of level, to convene on at least a weekly basis. Attendance discipline
is mandatory for successful board operation. Alternate members must
be prepared to function responsibly when principal members are absent,
Working changes outside a board meeting causes delays in disposition-
ing and issuing direction to contractors, It would be beneficial to
issue uniform direction to suppliers, especially when interfaces are
involved. Configuration Control Board Directive forms used by NASA
vary, and a standard form would aid recipient contractors in complying
with given direction regardless of the NASA source. The MSFC Direc-
tive form and procedures for completion are recommended.

(5) Intercenter Subagreements. Early development and
implementation of change integration subagreements between centers 1is
necessary to ensure that a closed loop system exists for identifying,
coordinating, and tracking changes that affect more than one center.
Necessary contractual direction must also be imposed as required to
ensure implementation of these subagreements.

(6) Coordination, Tracking, and Accounting. It should
be recognized that an established, well-organized change integration
group, which has acquired and developed the fundamental skills and
tools for coordinating and tracking complex systems changes, is a
natural source of similar support in other systems engineering and
integration activities. The SWS change integration group, for example,
was used to coordinate and perform program tracking and accounting in
the following areas:

(a) ICD change status and indexing.
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(b) Work remaining to be done in-plant, and work
deferred to KSC.

(¢) Crew procedure change status and coordination.
(d) Test change notice status and coordination.

(e) Program documentation status and change coor-
dination.

(f) Levels 2 and 3 CCB secretarial functions.

c. Key Hardware Milestone Reviews. The Skylab Program im-
plemented the key hardware milestone reviews (preliminary requirements,
preliminary design, critical design, design certification, acceptance)
as accomplished on previous programs. These reviews were on an end
item or module basis; however, due to the modular construction of Sky-
lab, end-to-end system reviews were required to ensure that the totally
integrated system would satisfy mission requirements. To accomplish
this, a cluster system review was instituted before the module CDRs to
ensure total system requirements were complete and being implemented.
The CRS was the foundation for this review. Additionally, module
level DCRs were conducted and served as inputs to the overall systems
level DCR. The foundation for certification of the cluster systems
was the results of the KSC integrated systems tests.

The module and cluster system reviews were structured by system
representatives from the Science and Engineering (S&E) technical dis-
ciplines. The Program Office co-chaired or chaired the individual
system review sessions,

Skylab experience has demonstrated that an effective design re-
view must not only emphasize the hardware, but should also include
the review of inflight repair possibilities, single failure points,
critical mechanisms, test plans, and test results. The reviews must
be scheduled in a timely manner with data packages being reviewed by
the pertinent disciplines before the actual review. Action items from
the reviews were documented on RID forms. Post review followup and
ultimate disposition of all RIDs was formalized and reported regularly.
High fidelity mockups have proved to be useful for these reviews, and
the importance of early availability of interface control documenta-
tion was clearly shown. Not only design personnel, but test and oper-
ations representatives should participate in design reviews.

Flight Readiness Reviews were held at the module, cluster, and
mission levels. These reviews emphasized the total readiness of a
particular configuration for flight. This system was used success-
fully on the Apollo Program and was of particular importance in deter-
mining successful operation of cluster systems. Problems or concerns
identified in FRRs were given maximum attention by program management
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and heavily involved systems engineering from a technical evaluation
and recommendation viewpoint.

d. Compatibility Assessment Review. The SOGAR served as a
mechanism for establishing dialogue and working relationships between
the design, development, test, and integration and the operations per-
sonnel; facilitating a smooth transfer of pertinent data such as hard-
ware descriptions, performance characteristics, operational require-
ments, constraints, mission rules, and test history. Review and re-
vision of the mission plans, procedures, and documentation advanced the
operational readiness of Skylab significantly.

The SOCAR was conducted at the center level and provided program
management with the first significant data relative to the overall
integration and compatibility of program requirements on an implemen-
tation basis. Extensive technical review of all program requirements
as a function of a complete SWS entity and mission requirements was a
responsibility of Systems Engineering and resulted in a high confidence
level that total mission requirements could be met. In essence, the
SOCAR acted as a forcing function in bringing all elements of the pro-
gram into the proper perspective.

e. Special Reviews. The concept of review by ''new eyes' was
extensively used. The reviews ranged from a systems review team headed
by the Deputy Associate Administrator to in-plant reviews of subtier
suppliers of critical items by teams composed of specialists from MSFC
and the prime contractors., Critical mechanisms were reviewed by an
intercenter group of senior managerial and technical personnel. Engine-
ering walkaround of the flight modules were patterned after the Apollo
practice of bringing to bear the experience of senior NASA individuals
who had no direct hardware managerial responsibility.

A comprehensive HIR by teams of MSFC specialists validated the
contractor's systems of translating requirements for SWS activation
sequence to flight hardware. The teams' activities were audited by a
blue ribbon committee chaired from the laboratory director level.
Although a great deal of time was required for the preparation and
execution of these reviews, there is no doubt that they contributed
greatly to the overall success of the program.

f. System Verification. The Skylab Program TCRSDs were
developed in a 'building block" concept. The TCRSD was developed for
the modules to verify system operation in accordance with the Module
End Item Specification. Additionally, experiment checkout requirements
for on-module testing were included. These TCRSDs were the basis for
checkout procedures and factory acceptance testing. Such documents
are invaluable in establishing contractural compliance.

An integrated cluster systems TCRSD was developed to define the
test and checkout requirements for the integrated Skylab cluster sys-
tems at the launch facility. This was accomplished by the formulation
of cluster systems test requirements review teams composed of technical
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experts from the NASA design organizations, systems engineering
organizations, program offices, KSC test offices and contractors. On
technical agreement by each of the system teams, the integrated TCRSD
and the module TCRSDs were baselined and controlled by the Level 2 CCB.
These baselined TCRSDs provided the technical basis for the final test
and checkout plans and procedures at KSC.

On delivery of the modules from the factory to KSC, representa-
tives from each of the system teams (both NASA and contractor) were
assigned to KSC to maintain the TCRSDs. Required changes to the
TCRSDs were implemented and controlled by the "test change notice"
system that was controlled and approved by the Level 2 CCB at KSC.
These teams and the Test Change Notice (TCN) board responded to the
KSC test schedules.

g. Special Analysis. The complexity of the Skylab Program
yielded many special problems and required the technical expertise of
specialized personnel. Systems engineering evaluation of the various
Skylab systems determined the need for analysis efforts in specific
areas. The following paragraphs are considered significant enough for
the benefit of future programs., Other analysis efforts were conducted
and are identified in future sections.

(1) Sneak Circuit Analysis. Sneak circuit analysis were
performed on systems to assure a high probability of freedom from un-
wanted current paths. Details of the analysis as performed on the Sky-
lab Program are detailed in Section II.F. This program yielded the
following results:

(a) Identified 44 sneak circuits.

(b) Identified a number of components that were not
necessary for circuit operation.

(¢) Identified errors in documentation.

(d) Verified electrical interfaces within and be-
tween modules.

(e) Key source for verification of operational
documentation (operational handbooks, schematics, and crew procedures).

(f) Provided a valuable tool for investigating real-
time operational problems and workaround.

(2) Corona. Early development of corona suppression
specifications that define pressure and voltage potential criteria can
preclude many post-design problems. Details of the corona analysis on
the Skylab Program may be found in Section II.D.3.
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(3) Electromanetic Compatibility (EMC). Electromagne-
tic interference was not a problem with Skylab electronic devices.
This was achieved by comprehensive component level testing, module
system testing, and total assembled system testing.

Early identification of EMC requirements in the hardware design
and generation of a module EMC control plan gave Skylab a basis for
testing to verify compatibility. An EMC control group rigorously re-
viewed all waivers, test results, redesigns, and retest results asso-
ciated with EMC.

(4) Skylab Mission Contingency Analysis. Premission con-
tingency analysis can enhance real-time response to emergencies, even if
the precise contingency has not been analyzed.

Certain anomalies and contingencies that occurred during the Sky-
lab 1 (SL-1) unmanned activation sequence were analyzed premission.
These analyses permitted rapid and accurate mission recovery action.
Additional details on the above analyses are provided in Section II.
D.l.

5. Summary. The ultimate success demonstrated by the Skylab
Program is the best indicator of the total effort involved. The role
of System Engineering in achieving this success is also best measured
by the final product performance. Specifically, with the total magni-
tude of hardware elements, numerous contractor involvement, and multi-
NASA center participation. The technical integration of total program
requirements that evolved from the conceptual phase and proceeding
through the definition, design, and mission performance phases is con-
sidered the most vital contribution by the Systems Engineering divi-
sion. The most significant recommendation for future programs in the
Systems Engineering area would be increased responsibility in this
integration role to assure more timely identification and implementa-
tion of critical requirements.
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B. Configuration Management

1, Objectives and Methodology. Past experience in undertaking
large complex development programs such as Skylab has proven that
effective means of control is required over the total product engineer-
ing, development, and procurement activities within the program. This
control is necessary to accurately define the identity and completion
status of the final product, Effective application of established con-
figuration management concepts, proven on previous DOD and NASA programs,
provided a successful method that would accurately define all Skylab
end items at any point in time. Accurate definition of these end items
enables program management to establish schedules, develop realistic
budget requirements, and accomplish effective change control through-
out the life of the program,

The first objective of the Configuration Management effort was to
establish baselines to serve as a reference for controlling subsequent
performance and design changes. Once these baselines were defined,
changes in requirements could be formally approved with assurance that
adequate consideration had been given to program impact with respect
to contract costs, schedules, and incentives, as well as mission capa-
bility., Figure II,B-1 identifies the Skylab flow with respect to Skylab
program phasing, and the types of changes required to each. Because
of the nature of the Skylab program development, baselines were not
provided for all elements at one specific time (such as end-of-the-
design phase), but were completed in an incremental manner as specific
end items were developed. A ma jor configuration management task was
to identify the technical documentation defining the approved configurar
tion of the system or end item throughout the period when hardware/
software was acquired. Based on the design reviews performed, a baseline
for a given end item was established and the specific documentation con-
stituting that baseline recorded. The configuration of the end item at
any later date was traceable from the original baseline configuration
plus all the ensuing changes approved and incorporated since that time.
Therefore, the configuration of an end item was known, controlled, and
thoroughly documented at any given point in time.

The control of changes to Skylab performance and design baselines
was achieved through use of the multilevel CCB system shown in Figure
II.B-2. Five levels of control were established, each of which had
specific criteria for submitting changes to the next higher level for
approval. Authority of the OMSF Level I CCB, and the Level II CCBs
(formed within each center) were established in NASA Handbook (NHB)
8040.1 issued in October 1969. Types of changes within the authority
of subordinate CCBs were defined in the respective center configuration
management plans. Additional requirements for submittal of changes to
OMSF Level I CCB and to the center CCBs were added from time to time by
OMSF directives. All changes to established Skylab baselines were sub-
mitted for approval to the appropriate CCB responsible for configuration
control. The CCB decision was recorded by means of a CCB Directive,
upon which the contracting officer issued the contractual authority for
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Level Approval Authority Baselines or Approves Changes To--

Level T CCB Apollo Applications Program Level Requirements
Program Director
Level II CCB Center Program Managers System Level Requirements
Level III CCB | Project Managers End Item Level Requirements
Level IV CCB Resident Managers Approves Classification of Class II
Changes
Level V CCB Contractor or Marshall Approves Class II Changes

Space Flight Center
Science & Engineering
Branch

Figure I1.B-2 Configuration Control Board Levels
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the contractor to effect the change. Engineering changes that resulted
in substantial cost savings, without compromising safety, performance,
or schedules, received a high order of consideration by the CCB during
the manufacturing activities preceeding Turnover Review. Subsequent
changes were minimized and approved only as necessary to correct safety
hazards, improve reliability, or to comply with established performance

requirements.

2. Documentation. Early in the development of the Configuration
Management (CM) system, specific guidelines were unavailable for the
Skylab Program. As a result, Saturn/Apollo Program Documents were used
as models for complementing the Change Integration and Configuration
Control Task. Later, CM requirements were imposed on the MSFC by NASA
Headquarters with the issuance of the following guideline documents:

- M-D ML 3200-084 Skylab Program Directive No. l1lA, entitled
"Sequence and Flow of Hardware Development and Key Inspection
Points", dated October 14, 1970,

- Operating Instruction ML-AA1-8040,1A, entitled '"Level I Con-
figuration Control Board", dated June 11, 1970,

- NASA Headquarters Bulletin NHB 8040,1A, entitled "Configura-
tion Management Requirements', dated June 1971.

- M-D ML 3200.137 Skylab Program Directive No. 34, entitled
"Skylab Program CCB Controls and Reporting Requirements",
dated January 19, 1971.

- M-D ML 3200.149 Skylab Program Directive No. 58, entitled
"Post Acceptance Change Control", dated July 6, 1972,

The initial Skylab documentation used was an MSFC planning document,
AAP, Program Directive Number MPD 8040.11 entitled "AAP Systems Integra-
tion and Configuration Management Manual'', MM 8040.10 dated August 1,
1969. This manual was revised to incorporate specific Skylab require-
ments because of the complexity of this multimodule program. The new
manual, MM 8040.10A, entitled ''Saturn/AAP/Engines Configuration Manage-
ment Manual (MSFC)', dated February 17, 1970, was thereafter used as
the guideline document. Based on this manual, Configuration Management
Standard CM-027-001-2H was prepared with the intent of contractually
imposing this document on all Skylab contractors, but actually was im-
posed on only the MDA Module CM effort. Each module contractor did,
however, submit his own CM plans,

As the program developed, additional documents were developed and
used for specific areas of CM disciplines, as discussed below:

a. Cluster Requirements Specification (CRS), RS003M00003.

The CRS was written and maintained by the Integration Contractor as
directed by MSFC. The AAP Program Specification SE-140-001-1 was used
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as the basis for development of the CRS. Both specifications were base-
lined and placed under Configuration Control during 1969. The CRS de-
fined performance and design integration requirements for the Skylab
program. As differences between the Program Specification and the CRS
were identified, action was initiated to resolve these differences
either by changing the CRS or by proposing changes to the Program Spec-
ification, thereby maintaining compatibility between the two specifica-
tions throughout the life of the Skylab program. A total of 68 CRS
Change Packages were initiated to either supplement or change require-
ments. Additionally, in February 1970, an MSFC memo was prepared to
allow deviations to the CRS document. All such deviations became part
of the CRS as Appendix K.

b. Skylab Program Stowage List 1-SL-002. The Stowage List
was developed and initiated as an MSFC/JSC Inter-Center Document and
was placed on contract in August 1970. This document presented the
following information:

(1) Weight data status and comparisons by identifying
both specification weights and estimated or actual weights;

(2) Quantities to be launched and their stowage loca-
tions by module;

(3) Inflight transfer quantities and stowage locations
by module;

(4) Deactivation stowage locations and quantities by
module, as well as command module return stowage configuration;

(5) Cumulative quantity totals by module for all stowed
items during launch, active orbit, inactive orbit, and return.

The stowage list was prepared in computerized format and updated
monthly. Each revision contained an updated stowage list change log
that identified all approved and disapproved changes since the previous
revision.

Changes to the list were submitted by either an MSFC Engineering
Change Request (ECR), Contractor Engineering Change Request (ECP), or a
JSC Engineering Design Change Request (EDCR) with an attached Stowage
List Change Notice (SLCN). This SLCN defined both the existing criteria
and the proposed change criteria. All changes to the list were processed
through the integration contractor's Change Integration Group by Level II
CCB action,

c. Interface Control Document (ICD) Indentification Matrix,
10M01840. This computerized matrix listed all ICDs for which MSFC was
responsible and those which had an interface with other NASA Centers.
For further details refer to paragraph II.B.4.a, Skylab ICD Matrix,
herein.
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d. Test Checkout Requirements and Specifications Documents
(TCRSDs). The following TCRSDs defined the test requirements, disci-
plines and constraints for Skylab modules and hardware:

(1) Integrated Systems, TM-012-003-2H
(2) Orbital Workshop (OWS), 1B83429
(3) Apollo Telescope Mount (ATM), 50M02425

(4) Airlock Module/Multiple Docking Adapter (AM/MDA),
MDC EOQ122.

A Skylab procedure entitled "Test and Checkout Requirements and
Specification Document (TCRSD) Test Change Notice (TCN)", SL-EI 593-72
was written and issued on October 10, 1972, An MSFC TCN form was
designed for use in accomplishing all changes to the TCRSDs. A special
Configuration CCB was established with membership from MSFC, KSC, and
JSC. This Board functioned under Level II CCB authority and was operated
by MSFC at KSC. Refer to paragraph II.B.3.e for additional details of
the MSFC CM effort conducted at KSC,

e. Configuration Identification Index and Modification Status
Reports. These reports were used to identify the approved (as-designed)
configuration of Skylab by entering all new and updated hardware changes
and those document changes that had a direct affect on the hardware.
The computerized reports, prepared, published, and maintained by the
Integration Contractors' Change Integration Group for the MSFC Project
Offices, are identified as follows:

(1) OWS, CM-020-001-2H

(2) Experiment Development and Payload Evaluation,
CM-020-005-2H

(3) MDA, CM-020-003-2H
(4) ATM, CM-020-004-2H
(5) AM, CM-020-002-2H

An additional report, the Electrical Support Equipment (ESE) docu-
ment, was published and maintained as a separate report for the SL-GS
Project Office.

f. Configuration Management and Engineering Integration
Planning Documents. From August 9, 1970 through May 1972, the Change
Integration Group was placed on special assignment to assist the MSFC
Program Management Office (Engineering and Integration Branch) in
preparation of Intercenter Agreements and Subagreements related to the
Configuration Management of MSFC-furnished equipment. This effort also
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included documenting various MSFC policies and plans to implement the
criteria and requirements resulting from these agreements. Specific
items documented include MSFC Program Directives 8040.14A and 8040.16,
titled '"MSFC Skylab Program Acceptance Data Package (ADP)“dated July 10,
1972, and 'MSFC Skylab Program Pre-Delivery Turnover Reviews (PDTR)
dated May 24, 1972, respectively. Other documents were ''MSFC/KSC Con-
figuration Management Subagreements' (Marshall Management Instruction
MMI 1058.1), MSFC Design Certification Review (DCR) Procedure, Procedure
for Skylab Certificate of Flight Worthiness, and JSC/MSFC/KSC Inter-
Center Agreement on Skylab Program Flight Crew Equipment Handling at
KSC.

g. Open/Deferred Work Accountability Procedure. A procedure
entitled "Use and Maintenance of the Skylab Open/Deferred Work Accounta-
bility System' (unnumbered) was written in April 1972, and final issue
made on June 6, 1972,

This procedure described the use and maintenance of the special
Skylab Open/Deferred work status capability established in the Configura-
tion Management Accounting (CMA) system.

All open and deferred work affecting the Skylab Cluster hardware
was tracked using a modified version of the existing CMA system. Open
work was defined as those items that would be subject to tracking,
including:

(1) Nonconformances resulting from Customer Acceptance
Readiness Reviews (CARR);

(2) PDTRs;
(3) Systems test and checkout activities;

(4) Retrofit Modifications (MOD Kits) and tests that
had been assigned to a new work location;

(5) Work resulting from Field Engineering Changes (FECs),

Deferred work was defined as items subject to tracking, including
the planned activities (work originally planned and scheduled for a
specific location) such as, installation of experiments and solar array
panels, scheduled tests at KSC, etc,

h. MSFC Crew Procedures Management Plan, Dated December 1972.
This plan was developed in conjunction with the JSC Skylab Crew Proce-
dures Management Plan, JSC-06842. The plan provided detailed guidelines
to all MSFC personnel involved in the Crew Procedures change review
activity. Details of this configuration function are delineated in para-
graph II.B.3,.f herein.
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3. Integration and Control Activity

a. Change Review Board. The operation of the MSFC CRB was
the responsibility of the Skylab Engineering and Integration Project
Office. Its primary functions were to:

(1) Review new change requests before entry into the
system;

(2) Review interface changes and assign the change to
the appropriate CCB;

(3) Review all requests for Level II action and schedule
dispositioning action;

(4) Review Level II Configuration Control Board Direc-
tives (CCBDs) before presentation to Level II CCB chairman;

(5) Act as focal point for all types of problem changes
(unresolved old changes currently in the system).

Upon receipt of a proposed change (contractor ECP, ECR, or EDCR),
the assigned responsible engineer presented the change to the CRB and
informed the board of its impact on hardware, schedules, program docu-
mentation, and its affect on other NASA Centers and contractors. After
the board reviewed the change, it was either accepted into the Standard
Change Integration and Tracking (SCIT) system or disapproved. Upon
acceptance of a change, the CRB would assign responsibility to the
appropriate Change Board for further action.

Whenever Level III boards required Level II disposition of a change,
referrals were made to the CRB by a '"Request for Level II Action.' At
this time, the responsible engineer would present the change to the CRB
for Level II action and disposition scheduling. Upon completion, all
Level II CCBDs were presented to the CRB for review. The CRB would re-
view the CCBD, as presented by the responsible engineer, for completeness,
accuracy, identification of all affected contractors, cost and schedule
impacts, and identification of MOD/Kits, if required. After assurance of
compliance with these criteria, the CCBD was routed to the appropriate
Project Office for concurrence signature and ultimately to the Level II
CCB chairman for final approval.

The CRB also functioned as the focal point for any changes which
could not be dispositioned due to conflicts between contractors, inter-
face engineers, etc,

b. Level II CCB. The Level II CCB was established within
the MSFC Center by authority of the Skylab Program Director. The Level
IT CCB conducted regularly scheduled meetings and was chaired by the
MSFC Program Manager, or a designated representative with decision-
making authority for the actions of the Board.
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All changes initiated by MSFC, MSFC contractors, or other NASA
Centers, were submitted for Level II CCB approval, coordination (changes
affecting other Centers) or referral to the Level I CCB for changes
affecting Level I specifications or criteria. Engineering changes within
the criteria of the MSFC Level II CCB activity consisted of

(1) The CRS and Mission Requirements Document;

(2) Saturn 1B or V launch vehicle interfaces;

(3) Level A ICDs (Center to Center);

(4) 1ICDs affecting three or more Project C(CBs;

(5) The responsibilities of three or more Project Offices;

(6) Unresolved Project-Level CCB actions;

(7) EDCRs and Change Requests (CRs) received from
other Centers;

(8) Project funding authorizations;

(9) Operational activities that are the responsibility
of other Centers;

(10) Controlled milestones listed in Skylab Program
directives;

(11) Experiment Requirements Documents (ERDs) and Experiment
Integration Requirements Documents (EIRDs);

(12) The Stowage List, I-SL-002;
(13) The TCRSDs for all modules;
(14) Flight control and redline measurements;

(15) Power Allocation Documents affecting flight modules
and JSC-developed hardware.

c. Level III CCB, The Level CCB was a function of each
Skylab Project Office. 1Its primary responsibilities were:

-~ Preparation of Level III CCBDs to provide direction to
applicable contractor;

- Review and disposition of changes covered by the following
criteria,
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(1) End item specifications and experiment design and
performance specifications;

(2) 1Instrumentation Program and Components List (IP&CL)
for flight modules ( Flight control measurements were controlled at
Level II by an ICD.);

(3) Changes affecting only one project office (AM, MDA,
OWS, ATM, PS, Ground Support Equipment (GSE) and Experiments);

(4) TCRSDs for each flight module;

(5) Changes to the applicable Power Allocation Documents
affecting each flight module.

d. Change Integration Group CCB Support Activities. Whenever
a change was received by the Change Integration Group that was covered
by either Level II or Level III criteria, it was scheduled for initial
presentation at the next weekly CCB meeting. The responsible engineer
prepared a PCN change package that contained the change paper plus any
supporting data received up to that point. After the initial presenta-
tion of a change to the Board, the responsible engineer, in conjunction
with the project system engineer, wrote the disposition of the change.
A CCBD was prepared reflecting the appropriate disposition (approved as
written, approved with changes, or disapproved). This CCBD was then
resubmitted for final sign-off. Based on the CCBD disposition, a Change
Order or Supplemental Agreement was prepared for transmittal to the
applicable contractor.

e. MSFC Integration and Control Activity at KSC. MSFC
Engineering and Contractor Change Integration personnel, transferred
to KSC in September 1972, were responsible for establishing and opera-
ting the Level II CCB and the TCN Board Secretariats, and all related
configuration management function, after hardware delivery to KSC,

(1) Level II CCB Activity. All CCBDs prepared at KSC
were prefixed with a 700 series number (Example 700-72-0001) with the
term 'Skylab Resident Office at KSC" identified in the CCB block of the
directives.

Ground rules to define the basic operation of the Level II CCB
at KSC were issued by MSFC, describing the responsibilities of the Sky-
lab Project Office on-site personnel and the interface between the CCB
and the KSC Spacecraft Implementation Board (SCIB).

Following the release of the ground rules, meetings were held with
the MSFC on-site Project Office representatives to review the responsi-
bilities of each, relative to the change processing system. The on-site
MSFC representative had the primary responsibility for obtaining KSC
impact and coordination of a change. Expedited change activities were
supported by the CCB operation at MSFC,
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To assure continuing management visibility of hardware changes in
process at KSC, weekly statistics on hardware changes and TCNs processed
at KSC were maintained and provided to MSFC and the Contractor Change
Integration Group. (Refer to Figure II.B-3 for example.)

£. Crew Procedures Change Request Activity. At the request
of JSC, an on-site MSFC Crew Procedures Resident Office was established
at JSC in October 1972. This office was responsible for coordinating
JSC/MSFC crew interface activities, and providing formal MSFC representa-
tion on the JSC Crew Procedures Change Control Board (CPCB). Contractor
(hange Integration personnel supported this activity at both Centers.

Actual flight crew procedures were released as "Basic! issues.
These served as initial review copies to be changed and revised, as
required. The next issue in the evolution of crew procedures was
"Reference' copies, released approximately six months before the launch
of SL-1. This was the first issue to come under direct strict change
control. Based on approved changes to the reference issues, final crew
procedures were published. Final issues were also subject to strict
change control and, before final crew review and shipment to KSC, were
changed by printed revisions and/or replacement pages., After final
printing, crew comments and other last minute changes were incorporated
by "pen and ink" changes written into the checklists.

Real-time change requests were initiated during the mission and
were documented on JSC form 482D, Real-time changes to the onboard
crew checklists occurred during the manned missions and were usually
necessitated by mission anomalies or opportunities to improve science
or systems performance. Because of their critical nature, real-time
crew procedures change requests were processed somewhat differently than
premission change requests. During the mission these changes were auto-
matically forwarded to the HOSC. Upon receipt of a change, the Change
Integration Engineer immediately coordinated it with each MSFC MSG and
submitted MSFC comments to JSC via the MSFC Resident Office. Every
effort was made to complete the review and coordination before the Flight
Director's approval for uplink to the crew. In many cases, the MSFC
review was conducted in two hours or less to support mission requirements.

Tracking and accounting at MSFC were accomplished using a modified
version of the SCIT system. With the use of this computerized system,
simultaneous coordination of many change requests and other documents
having unique review requirements and schedules was possible. The
modified SCIT provided timely listings of change requests received,
reports of delinquencies, open items reports, and other documents (such
as cross references), which made it possible to conduct and manage the
coordination process in a timely fashion and with minimum personnel,

Each document (normally a change request) placed in the formal
review cycle at MSFC was assigned a unique PCN, This number was
assigned to the document initially and to all related documentation
that followed. By use of the computer, this number along with unique
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codes used to identify specific crew procedures, review organizations,
document types, etc,, permitted retrieval of cross reference listings
and various special reports that provided statistical information for
management reporting.

Figure I1I.B-4 shows the total number of change requests initially
projected and those that were actually handled at MSFC. This includes
requests distributed for information only, those requiring no MSFC
action, and those requiring formal review,

4. Change Activity Tracking and Accounting. Major elements of
the Change Integration and Configuration Control System used at MSFC
for the Skylab Program consisted of:

- Control of program requirements, such as plans, specifications,
ICDs, CEls, and End Items;

- Identification of changes such as MSFC ECRs, JSC EDCRs, KSC
Change Requests, and Contractor's ECPs'

- Centralized Program Control with the assignment of PCN numbers
and the scheduling of all actions required to disposition a
proposed change;

- Technical assessment to determine the need for the change, the
adequacy of proposed solutions and program impacts;

- Document decision and direct implementation of a change by
CCBD, Change Order, or Contract Modification;

- Contractor's response by ECP or Record ECP;

- Verification of Change incorporation by means of CDRs, PDTRs,
and Installation Notice Cards;

- Change Tracking and Configuration Accounting with the use of
the MSFC computerized SCIT and CMA systems.

Tracking and accounting for the above elements provided Skylab
Program Management with single change package control and total program
impact, as well as visibility of all change elements being processed
regardless of their complexity or the agencies involved. The system
afforded daily identification to cognizant personnel to those actions
needed and the person or group responsible for initiating positive
actions, It also provided statistical data for gaging the program and
design~to-cost status,

The Change Integration and Configuration Management Tracking and
Accounting System consisted of the following functions:
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- The SCIT System provided current status as well as a '"cradle-~
to-grave'' history of each change from its initial inception
through contractual direction given to implement the proposed
change,

- The CMA System established the requirements baselines and
tracked authorized changes from the time of their formal
approval through incorporation.

The SCIT system tracked the MSFC change flow, interface changes
affecting other Centers, and the means of identifying hardware and
software configuration requirements by CMA Tracking. These systems
provided flexibility since most any combination of data fields could
be selected, sorted, and reported in any desired order. The special
usages developed for Skylab follow,

- Maintained current status and closeout action of all RIDs
identified during program reviews;

- Defined ATM in-house as-designed/as-built configuration;

- Open work system, tracked and reported all open/deferred
work to be passed on to KSC at turnover;

- Crew procedures, maintained accountability of MSFC technical
coordination on crew procedure changes;

- Stowage, maintained accountability of all SLCNs;

- ICD, tracked ICDs through preparation coordination baseline
and contractual acceptance,

a, Skylab ICD Matrix. The Skylab ICD matrix was a compute-
erized listing of all ICDs for which MSFC was either responsible or
had an interface with other NASA Centers, The matrix identified ICDs
by number and title, and provided schedule status information. The
matrix also identified the contractor responsible for generating the
ICD, the level of the ICD, and the NASA engineer who was cognizant of
the particular interface, All ICDs were identified and tracked until
the document was baselined by MSFC CCBD action.

The computer program provided reports identifying:

Total list of MSFC ICDs;
- List of all ICDs generated by an individual contractor;

- List of all ICDs for which an individual NASA engineer had
responsibility;

- Listing of all MSFC ICDs in chronological order by contractor
submittal date, by MSFC CCB submittal date, and by MSFC CCBD
date,
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This system was updated daily to reflect the latest action against
each ICD. On a monthly basis, the ICD Identification Matrix, 10M01840,
was published and distributed to all affected contractors, MSFC Engineer-
ing Laboratories and responsible NASA engineers.

b. Open Work Accountability. The open work accountability
system was a specialized application of the CMA System that permitted
storage and retrieval of work items by:

- Module/Project Office;
- End Item/Serial Number;
- Source,

- Responsibility,

- Type,

- Location,

- Schedule.

A change was entered into the system at the point of Acceptance/
DD250 and tracked through launch.

5. Conclusions and Recommendations. The overall Configuration
Management effort conducted on the Skylab Program enhanced the integrity
of all program elements.

By establishing a total Configuration Management System, with direct
responsibility for its functions assigned to a Change Integration Group,
the MSFC Engineering and Integration Branch afforded total program visi-
bility to all active participants.

With the establishment and implementation of the Configuration
Management System, resultant advantages were derived, such as (1) total
management visibility and statusing for change integration and configura-
tion accountability; (2) tracking of change actions between NASA Centers
and their contractors; (3) multimodule hardware configuration accounta-
bility for each flight; and (4) the statusing and accountability of all
hardware, software, and documentation change activity throughout the
fabrication, installation, and checkout phases.,

In conclusion, it can be stated that in any multimodule effort
where complex interfaces are encountered, and a variety of sources are
used in supplying equipment, hardware, and documentation, an organized
configuration management system developed and implemented early will
enhance the integrity of the program.
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During the scope of the Skylab CM effort, certain lessons were
learned based on problems and their ultimate resolutions. These are
briefly stated below and are offered in this report as recommendations
to be considered in any future endeavors.

a. Uniformity of CM Requirements. Imposing CM requirements
on all contractors early in the program will help reduce duplication of
effort, unnecessary costs, and incompatibilities between contractors'
systems. Change Integration and Configuration Control disciplines
should be established before the first major module PDR.

b. Change Integration Group. Establish this group to engage
in change control before and during baselining of the hardware and
related documentation.

c. Program Control Numbering System. Many advantages
are derived from the single-change-package concept, especially in a
multimodule program.

d. Change Integration Engineers. This cradle-to-grave
approach works to the advantage of a program in that one individual is
totally responsible for, and knowledgeable of, the total change package.

e. Change Review Board. It would be helpful to assign
signature authority to the CRB Chairman for all documentation changes
to expedite same., This board should also be responsible for review of
change package closures to negate the need for package review and closure
at program's end. This will reduce manpower needs and related costs.

f. Configuration Control Boards. Establish requirements for
each Board, regardless of level, to convene on a weekly basis. Working
changes outside a board meeting cause delays in dispositioning and
issuing direction to contractors. It would be beneficial to issue uni-
form direction to suppliers, especially when interfaces are involved.
CCBD forms used by the various NASA Centers are distinctively different;
a standard form would aid recipient contractors in complying with given
direction regardless of the NASA source. The MSFC Directive form and
procedures for the completion is recommended.

g. Standard Change Integration and Tracking System. Pro-
vides required visibility through reports and change listings making
it possible to conduct and manage a complex coordination process in
a timely manner with minimum personnel.

h. Interface Control Documents. Preparation of an Inter-
face Management Requirements Document and imposing it on all program
participants is a necessity.

i, Cluster Requirements Specification. Generate early in
program and impose as contractual direction on all major hardware con-
tractors for use as a guideline document in preparing Contract End Item
Specifications,
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j. Control of Documentation. Baselined program documents
early and place under Configuration Control authority thereby providing
a more acceptable hardware control with visibility as to which docu-
ments require change because of a hardware change.

k. Open/Deferred Work. Establishing and imposing open/
deferred work requirements and an accountability system for this work
is a prerequisite to any multimodule program. Early establishment
precludes problems arising at the time of hardware turnover to the
government and provides the required program management visibility
subsequent to turnover.

1. Inter-Center Subagreements. Early development and use
of agreements between NASA Centers is highly desirable and will prevent
misinterpretation of requirements and obligations.

m. Change Tracking and Accounting. The SCIT System provided
visibility to Engineers, Contractors, Project Offices, and NASA Manage-
ment with current listings of changes received, open item, and delinquency
reports. This made it possible to conduct and manage a complex coordina-
tion process in a timely fashion with minimum personnel.
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C. Mission Planning and Analysis

Special studies were conducted to determine the impact of require-
ments or changes on systems, experiments, and crew activity time lines.
To quote one example: The electrical power used was generated by solar
arrays that had to face the sun most of the time. 1In approximately
4000 revolutions around Earth, this sun-oriented attitude did not pro-
vide an attitude suitable for Earth viewing by built-in instruments.
Consequently, for Earth Resources Survey investigations, the vehicle's
attitude had to be changed to allow the sensors to point directly at
Earth and to maintain this Earth pointing attitude throughout the data
taking pass. To further complicate the problem, except during high
Beta Angle periods, Skylab passed from sunlight to darkness every revo-
lution around the Earth. This required that energy needs during each
dark period be provided by batteries that had to be charged during the
sunlight passes., Another consideration in planning Skylab operations
to support Earth Survey Experiments was the Attitude Control System
and its requirements and limitations,

Changes in vehicle attitudes were implemented in two ways: the
prime method was applying disturbing torques to combinations of three
massive gyroscopes (Control Moment Gyros) so that reactive deflections
in the desired direction and magnitude could be achieved. The second-
ary system was propulsive in which gas was expelled from nozzles to
produce rotation in the required direction. Both systems had limita-
tions primarily in the rates of attitude change that could be achieved
economically; initiation of too great a rate would saturate the momen-
tum storage capabilities of the gyros requiring expenditure of thruster
gases for desaturation, and too frequent use of the thrusters would re-
sult in depletion of the stored gases.

Operational techniques were developed that would provide enough
earth survey pointing opportunities while conserving electrical power
and attitude control margins, and these techniques were modified dur-
ing the third mission when one of the control moment gyros failed.

1. Mission Definition

a. Orbit Definition. During the period of Skylab orbit
planning and definition, the baselined orbital parameters were going
through many alterations. There were many considerations in the choice
of final orbit definition. The Orbital Assembly (0A) altitude had to
be high enough to allow sufficient orbital lifetime to complete the
defined mission, and to minimize the effects of atmospheric shadowing
on solar observing experiments. It had to be low enough to meet the
payload capabilities of the SWS launch vehicle, allow reasonable pro-
pellant reserves and rendezvous durations for subsequent flights, and
minimize radiation exposure on the crew and equipment from the high
altitude radiation belts. The orbital inclination had to be sufficient
to accomplish the desired coverage of the earth's surface for the Earth
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Resources Experiments Package (EREP), and still remain within tﬂe'pay-
load capability of the launch vehicle. The history of these OA orbi-
tal parameters is as follows:

APPROXIMATE DATE ALTITUDE INCLINATION
Apr 1968 230 n mi Circular 28.9 deg
May 1968 220 n mi Circular 28.9 deg
Oct 1968 185 x 210 n mi 35 deg
Dec 1968 185 x 193 n mi 35 deg
Jan 1969 185 n mi Circular 36 deg
Aug 1969 235 n mi Circular 35 deg
Jan 1970 235 n mi Circular 50 deg
Aug 1972 233.8 n mi Circular 50 deg

After the orbit definition stabilized in approximately January
of 1970, the only additional modification was made in August of 1972,
This modification lowered the orbit from 235 to 233.8 n mi so that
Skylab would traverse the same ground track every 71 revolutions. This
altitude was to be maintained throughout the mission by periodic CSM
Reaction Control System (RCS) burns or "trims'. This facilitated EREP
planning, training, operations, and data return, and facilatated pre-
diction of trajectory related events.

b. Unmanned Activation Sequence. With the evolution of the
program, the requirements for the initial activation of the workshop
were definitized. The following is a summary of the unmanned activi-
tion sequence:

DATE ITEM

July 1969 TB4 - Insertion

TB4+0.4 Sec - Separation from S-II stage

TB4+1l5 Sec - Maneuver to retrograde local horizontal;
MDA pointed in direction opposite of
velocity vector X° out of orbital plane.

TB4+13 Min - Jettison payload shroud

TB4+14 Min - Maneuver to solar inertial (XIOP)

TB4+24 Min - Deploy OWS array

TB4+46 Min =~ Deploy ATM

TB4+61 Min - Deploy ATM array

TB4+85 Min - Energize ATM control system

TB4+85 Min - Begin CMG spinup

TB4+7.3 hrs - Transfer control to CMG

February To - Liftoff
1970 To+l hr - MDA/AM and OWS pressure check
To+4 1/2 hr - Vent MDA/AM to 1.3 psia N2
Vent OWS LH; tank to 1.3 psia Ng
Vent OWS LOX tank to vacuum
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DATE ITEM
February To+ 5 hr Pressurize MDA/AM with Op to 5.0 psia 0,/Nj
1970 Tot+ 5 1/2 hr - MDA/AM Pressure integrity check
To+ 5 1/2 hr - Pressurize OWS LH, tank with Oy to 5.0 psia
02/N7
To+ 7 1/2 hr - Safe IU oronite/water
To+ 7 3/4 hr - Transfer TACS control from IU to ATM PCS;
dump IU water
to+l3 1/2 hr - OWS LH, tank pressure check
May 1970 TB4 Insertion (To+9 Min)
TB4+2 Sec Issue S-I1/S-IVB separation signal
TB4+4.5 Sec NPV (nonpropulsive vents);
Pitch to retrograde through GG
TB4+4.8 Sec Jettison payload shroud
TB4+6 Min Deploy ATM; Deploy discone antennas
TB4+12 Min Deploy ATM arrays
TB4+27 Min Deploy OWS arrays
TB4+31 Min Deploy meteoroid shield;
Acquire solar inertial attitude
TB4+52.5 Min Initiate CMG Spinup
June 1972 TBl = SL-1 Liftoff
TB4 = S-II OECO (TB1+578 Sec)
TB4+10 Sec Insertion
Pitch to solar inertial
TB4+20 Sec Activate OWS refrigeration system
TB4+30 Sec Initiate NPV (OWS habitation area
and waste tank)
TB4+5.5 Min - Jettison payload shroud
TB4+5.7 Min - Activate AM deploy buses
TB4+6.25 Min - Deploy discone antennas
TB4+6.5 Min - Deploy ATM
TIB4+1l5 Min - Deploy ATM solar arrays
TB4+27 Min - Activate ATM telemetry
TB4+32.4 Min - Deploy OWS solar arrays
TB4+43.7 Min - Activate ATM thermal control system
TB4+ TBD Initiate CMG spinup
TB4+86.2 Min - Deploy meteoroid shield
TB4+l.5 Min - Deactivate AM deploy buses
TB4+3 hr Dump OWS pneumatics
TB4+4.5 hr Transfer TACS control from IU to APCS at
about 25% CMG angular momentum
February TBl = SL-1 Liftoff
1973 TB4 = S-11 OECO (TB1+588.696 Sec)
TB4+6 Sec Initiate NPV (OWS habitation and
waste tank)
TB4+10 Sec Orbital insertion; Pitch solar inertial

(Jettison payload shroud when SWS passes
through nadir)
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DATE ITEM

February TB4+20 Sec - Activate OWS refrigeration system
1973 TB4+5.7 Min - Activate AM deployment buses

TB4+6.2 Min - Deploy discone antennas

TB4+6.5 Min - Deploy ATM

TB4+15 Min - Deploy ATM solar arrays

TB4+27 Min - Activate ATM telemetry

TB4+31.2 Min - Deploy OWS solar arrays

TB4+86.2 Min - Deploy meteoroid shield

TB4+87.2 Min - Activate APCS

TB4+1.5 hr - Deactivate AM deploy buses

TB4+3 hr - Dump OWS pneumatics

TB4+3 hr 1.2 Min - Activate ATM thermal control system

TB4+4 hr 40.2 Min - Transfer TACS control from IU to
APCS at about 207 (1800 rpm) CMG
angular momentum

2. Orbital Trajectory Analvysis

a. Launch Sequence. Before the decision to fly the dry work-
shop, the launch sequence was defined as follows: first the launch of
the SWS on a S-IB launch vehicle (AAP-2). Approximately one day later
the first manned CSM (AAP-1) would be launched on a S-IB vehicle for a
mission of up to 28 days. Subsequent to this first manned mission, a
second CSM would be launched, also using a S-IB booster, in conjunc-
tion with a separate S-IB launch of an unmanned spacecraft lunar
adapter, and a lunar module/apollo telescope mount spacecraft (AAP-3/4).
These would dock with the SWS and perform a mission of up to 56 days
duration,

After the decision to fly the dry workshop, a new launch sequence
was constructed that was similar to the previous one except for modi-
fications in named sequence and mission definition. The first launch
was that of the SWS on a S-V launch vehicle (SL-1). Approximately one
day later the first manned CSM launch (SL-2) would take place using a
S-IB vehicle. This mission was to have a duration of up to 28 days.
After the return of this crew, the next manned CSM would be launched
(SL-3), again on a S-IB vehicle, for a mission duration of up to 56
days. The final manned CSM (SL-4) would be launched, once again on a
S-IB, subsequent to the return of the SL-3 crew. This mission, as the
previous one, was to have a duration of up to 56 days. The desired
interval between launches of the manned CSMs was set at 90 + 6 days.
The 84 day minimum was the launch pad turnaround limit while the 96
day maximum was to constrain the total length of the mission requiring
the workshop.

b. SWS Attitudes. The primary mission SWS attitude, as well
as the attitude required for CSM docking, experienced considerable
modification. Attitude planning as of March 1968 indicated that the
SWS was to be maneuvered to a gravity gradient attitude during rendezvous
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and docking of the first manned CSM. The primary attitude for the
remainder of that mission was to be solar inertial (SI) with the X-
axis of the SWS perpendicular to the orbit plane (X-POP). During the
storage period between manned missions, the SWS was to be put into a
gravity gradient attitude. The second manned mission was to use the
same docking attitude and was to be performed with SWS primary atti-
tude being SI with the X-axis in the orbit plane (X-IOP). Documenta-
tion dated October 1968 indicated that rendezvous and docking for all
manned missions would be carried out with Skylab in X-POP with the MDA
pointing northward. The rendezvous and docking attitude was later re-
fined so that documentation dated May 1969 indicated an attitude of
X-POP with the Z-axis along the local vertical (Z-LV). The remainder
of the mission was to maintain the X-IOP primary attitude.

With the advent of the dry workshop concept, the primary mission
attitude was redefined as SI, X-IOP and this was to be the baseline
for all Skylab missions and storage periods. The intent at that time
was to maintain this attitude for rendezvous and docking. Documenta-
tion dated March 1971 indicated that a decision had been made to
change the SWS attitude for rendezvous and docking from the basic SI,
X-IOP to the Z-LV attitude. In addition, the Z-LV attitude was indi-
cated for use during the EREP passes.

The attitudes actually used in the Skylab missions were those in-
dicated in documentation dated October 1971. The primary Skylab atti-
tude would be SI with the X principal axis in the orbit plane, point-
ing along the velocity vector at orbital noon, with the +Z axis point-
ing toward the sun. The attitude for rendezvous, Z-LV(R), was to be
Z local vertical with the X geometric axis in the orbit plane, and -X
axis in the direction of the velocity vector and the -Z axis pointing
toward the earth. If the beta angle was greater than 50 degrees,
then the SWS would be biased about the X-axis to a maximum of 23.5
degrees from the basic Z-LV(R) attitude. The attitude to be used dur-
ing the EREP passes, Z-LV(E), was similar to that used in the Z-LV(R)
except that the +X axis pointed in the direction of the velocity vec-
tor.

c. Drag Decay and Orbital Lifetime. The drag acting on an
orbiting spacecraft depends upon the altitude of that spacecraft and
the level of solar energy striking the atmosphere. Lower altitudes
cause the spacecraft to travel through more dense atmosphere thereby
increasing drag. Higher levels of solar energy cause an increase in
altitude of the atmosphere (expansion) and thereby has the same affect
as a lower orbit. The amount of drag and the mass of the spacecraft
directly determine the orbital lifetime. Increasing mass tends to
lengthen the lifetime while increasing drag tends to shorten it.

SL-1 SWS insertion altitude of 235 n mi was finally chosen to
provide a rendezvous compatible orbit and to assure that the OA would
not decay below a minimum altitude of 210 n mi at the end of the eight-
month mission. This resulted in a predicted nominal orbital lifetime
of approximately 2050 days,
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With the advent of trim burns for the repeatability of ground
tracks, the altitude at the end of the eight-month mission was still
near the insertion altitude of 234 n mi. Including these trim burns
into the decay and lifetime analysis for the OA resulted in extending
the orbital lifetime by approximately 700 days and consequently modi-
fied the uncontrolled decay history to start at the end of the eight-
month mission. This resulted in a nominal predicted orbital lifetime
of 2730 days from the launch of the SWS.

d. Beta Angle Relationships. The orientation of the orbital
plane relative to the earth and sun had been used in the design of
the Skylab thermal control systems, solar power systems, attitude con-
trol systems and a planned mission profile. This orientation of the
orbital plane is given by the celestial angle beta, where beta is de-
fined as the angle between the sun and orbital plane in a plane per-
pendicular to the orbit plane that includes the earth-sun line. In
project documentation relative to mission requirements, trajectory
planning and flight planning, beta has been considered positive when
the sun is north of the orbit plane.

There were many systems and experiments on board Skylab that were
constrained by the beta angle or the length of the orbital daylight
and darkness, which is a function of the beta angle. Power availabil-
ity to the SWS was directly dependent upon the duration of sunlight
impinging on the solar arrays.

The scheduling of Z-LV(E) passes for EREP experiment performance
had to consider the effects of beta angle on the SWS systems. Target
lighting conditions, required for certain EREP experiments, were re-
lated to the beta angle. Several other experiments required a know-
ledge of the nighttime duration for optimum scheduling and operation,

The beta angle also had an influence on the procedure for the
attitude change when entering the rendezvous Z-LV(R) attitude. If
beta was greater than 50 degrees, the SWS had to be biased about the
X axis so the CSM transponding antenna could view the OWS antenna.

A plot of the beta history is a sinusoidal curve whose amplitude
is bounded by a sinusoidal envelope that follows the seasonal motion
of the sun. The origin of the envelope depends on the date of launch
while the origin of the internal curve depends on the time of launch.
Consequently, the beta history for Skylab depended on the choice of
final launch date and time.

During the flight of Skylab, the beta angle history was such that
there were two periods during the manned portion of the mission during
which Skylab was in constant sunlight. These occurred during the first
and third manned missions.

3. Launch Vehicle Trajectory Analysis. Because the manned CSM
missions were to rendezvous and dock with the SWS, the SWS trajectory
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established the framework for the launch planning of subsequent manned mis-
sions. The altitude and inclination of the SWS had to be such that the
CSMs were capable of rendezvous and docking. The time of launch of the SWS
had to be such that the launch windows for the subsequent CSM launches
occurred at times that satisfied the lighting and abort constraints.

To accomplish rendezvous, each CSM launch had to occur within specific
launch windows during which the orbiting SWS was in the proper phase angle
relationship with the launch site. These windows consisted of an optimum
point at which time the launch and insertion would occur with minimum boos-
ter propellant use and a time margin during which launch could still take
place but with increasing use of propellant for yaw steering. The duration
of the launch window determine the maximum weight of booster propellant to
be allocated for yaw steering and dictated a specific loss in the amount of
payload that could be inserted in orbit.

Payload capability for a specific booster depends on the desired alti-
tude, inclination, launch azimuth, and first decending node. Increasing
the altitude requires a reduction in payload. Deviations from an optimum
inclination of 28.9 degrees (due east launch from Cape Kennedy) require
reductions in payload. The selection of launch azimuth and decending node
affected the ultimate payload capability in that they defined the quantity
of propellant required for yaw steering,

As the orbit for Skylab varied in the planning stages, so did the pay-
load capability. During the wet the wet workshop period, the payload cap-
abilities of the S-IB launch vehicles were as follows:

APPROXIMATE DATE MISSION PAYLOAD CAPABILITY
July 1968 AAP-1 39,200 1b
AAP-2 (SWS) 31,100 1b
AAP-3 39,800 1b
Based on a SWS altitude of 220 n mi inclination of 29 degrees
October 1968 AAP-1 38,017 1b
Based on a CSM altitude of 185 x 210 n mi inclination of 29
degrees
January 1969 AAP-1 38,780 1b
AAP-3A 39,350 1b
Based on a CSM altitude of 8l x 120 n mi inclination of 35
degrees

During this period, it was planned to have a southerly launch azimuth
for the manned missions to minimize the land mass being overflown. These
azimuths were 112 degrees in October 1968 and 110 degrees in January 1969.
The SWS was to be launched on a northerly azimuth of 65 degrees as indica-
ted in documentation dated January 1968, The decending node at this time
was indicated as 50 degrees and 134 degrees for the CSM and the SWS launch,
respectively.
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After the dry workshop concept was baselined and the planned in-
clination was changed to 50 degrees, the payload capability of the
boosters went through further modification. Documentation dated July
18, 1969 indicated that the payload capability of the Saturn V booster
was 198,000 1b for an orbit of 260 n mi circular and 50 degrees inclin-
ation. For the same inclination and an altitude of 81 x 120 n mi, the
S-IB had a capability of 37,200 1b., With the advent of the 50 degree
inclination, it was decided that northerly launch azimuths should be
baselined for the CSM launches. Because of the increased inclination,
it became desirable to incorporate a variable azimuth capability in
the manned launch vehicles. Before this time a single launch azimuth
was set for the entire window duration. For a 50 degree inclination
this could have been costly unless the launch took place at the instant
for which the preset azimuth applied. A variable azimuth could be re-
set for the specific time of the launch and thereby would conserve
propellant and have additional payload capability or, optionally, in-
crease the size of the launch window. This option was available as the
launch window was defined during the time period as the time duration
during which less than 700 pounds of propellant would be used to
accomplish all necessary yaw steering.

The following is a history of the payload capability after the
decision to fly the dry workshop. All manned launch payload capabil-
ities are exclusive of 700 pounds of yaw steering-allocated propellant
and 2000 pounds of flight performance reserves propellant. The inser-
tion altitudes for the SWS and CSMs are 235 n mi and 81 x 120 n mi,
respectively. The inclination is 50 degrees.

PAYLOAD CAPABILITY

APPROXIMATE DATE MISS ION ( Pounds)
February 1970 SL-1 (SWS) 184,325
SL-2 35,300
SL-3 35,800
SL-4 35,300
June 1971 SL-1 (SWS) 210,022
SL-2 35,300
SL-3 35,400
SL-4 35,300
February 1972 SL-1 (SWS) 212,725
SL-2 36,768
SL-3 36,230
SL-4 37,450

The final launch parameters for the planned mission were as
follows:
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MISSION TARGETED AZIMUTH (deg) DESCENDING NODE (deg)

SL-1 40.88 153.25

SL-2 47.035 155.021
SL-3 46.190 154.828
SL-4 45,382 154.601

4. Conclusions and Recommendations. In reviewing the Skylab
mission design and the supporting studies and analyses performed, it
is concluded that the methods used were as logical and valid as the
state-of-the-art would allow. Each hardware development (component,
system, or launch vehicle) change that impacted the mission parameters
set off a new series of analyses and computer runs that resulted in
changes to orbit attitude, inclination, launch date, or other require-

ment. It is recommended that future programs be developed by the same
basic approach,
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D. Special Engineering Analysis

1. Contingency Analysis. In the period preceding the launch of
SL-1, a program was initiated to analyze the potential show stoppers
in the Skylab program, with particular attention devoted to the SL-1
sequence. Some events in the SL-1 sequence were irreversible and, if
a problem occurred, probably little could be done to remedy the situ-
ation. An example of this type of failure would be an inability to
jettison the payload shroud. Most other events, however, were not
considered catastropic and an integrated effort was initiated by MSFC
to study the most significant items. The philosophy associated with
this effort was that, if a problem did not occur that was identical to
the problem analyzed, the effort was still useful because the involved
personnel "had been down the street before'", i.e., they were familiar
with the system and how it operated. They were, therefore, more cap-
able of dealing with a problem occurring in real time.

a, Feasibility Study. Preliminary studies resulted in iden-
tification of the following events to be analyzed. Inability to:

- close MDA vent

- jettison radiator shield

- deploy ATM

- deploy ATM solar arrays

- deploy OWS solar arrays

-~ vent OWS habitation area

- deploy discone antennas

- release lock on ATM canister
- deploy meteoroid shield

Loss of: - ATM thermal control
- AM telemetry
- one control moment gyro

b. Detailed Studies. For each contingency analyzed, a pre-
liminary study was conducted. Detailed areas needing further s tudy
were supplied to each MSG. The MSGs, with appropriate contractor
support, conducted detailed analyses pertaining to their particular
discipline, i.e., electrical power (load models, thermal models,
mechanical feasibility, crew simulation).

The significant question was ''would there be sufficient electri-
cal power and thermal control to conduct & mission, and if so, what
is the mission?" Results of the analysis indicated that not only was
there a feasible mission, but that it could be near-nominal as origin-
ally planned if:

- careful power management procedures were initiated, and

-« the launch of the manned vehicles be scheduled to struc-
ture the high activity periods of the mission during per-
iods of high beta angle.
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The individual responses by the MSGs were then combined into an
integrated resolution of the contingency. The analyses were continued
in sufficient depth to determine adequate workarounds and to identify
any special provisions necessary to accomplish the workaround.

The following problems were addressed just two weeks before the
scheduled launch of SL-1. The problems were identified during a mis-
sion simulation conducted at JSC with support provided by MSFC and con-
tractor personnel:

- Inability to deploy the ATM solar arrays

- Inability to deploy the OWS solar arrays

- Inability to deploy the meteoroid shield and
the OWS solar arrays.

Coincidentally, the anomaly that occurred early during SL-1 flight
paralleled the circumstances of this analysis in many ways and the
analysis results were applied directly in development of alternate mis-
sion plans.

c. Conclusions and Recommendations. The experiences encount-
ered in conducting the Skylab mission emphasizes the importance and the
usefulness of conducting studies of this type. Of particular signifi-
cance is the experience and the increased familiarity gained with the
various systems operational modes by the individuals performing the
analysis, and their ability to transfer that familiarity to the problem
at hand.

During the Skylab mission, real-time studies were continued in the
following areas because of the real-time problems:

- OWS solar array deployment

- Affect of loss of meteoroid shield on thermal balance

- Power system (battery) degradation

- AM coolant loop degradation

- Reserves study for the actual SL-1 configuration, i.e.,
electrical power available, electrical loads, thermal,
and commodities reserves.

- Loss of cooling loop for ATM control panel and Earth
Resources experiments.

It is recommended that analysis programs be initiated early so re-
sults may influence design of the systems and perhaps avoid some of the
potential failure modes inherent in most systems. Also, the contingency
analyses should be closely correlated with Failure Mode Effects Analysis
and identification of "single failure points" and 'critical items."

2. AUTOSCAN Performance Report. The Skylab program was designed
to extend the duration of manned space flight and carry out a broad
spectrum of experimental investigations, using pulse code modulation
(PCM) telemetry systems developed during the Gemini and Apollo programs
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to transmit approximately 1800 data measurements to the various ground
stations. It was estimated that four billion bits of data could be
transmitted during a 24 hour period. This is equivalent to approximately
one million pages of computer printout per day with 500 data values per

page.

The task of reviewing/analyzing this volume of data, required the
development of two data handling methods - Data Compression and AUTOSCAN.
Data compression removes all redundant data points in the fixed format
of the telemetry system and affixes an identifier and time to each of
the remaining data points. This was accomplished with a zero order pre-
dictor (ZOP) algorithm at the ground station that permitted transmis-
sions from the station only when a change in the value of the downlinked
measurement had occurred. AUTOSCAN is an acronym for a digital computer
program designed to search the data for points that exceed some prede-
termined limit. The information is for use in performing daily systems
analyses and to indicate areas that require further investigation.

a. AUTOSCAN Program. An AUTOSCAN Task Team was organized in
December 1970, to develop and implement the AUTOSCAN concepts. The Task
Team responsibilities are given in the "AUTOSCAN Implementation Plan,"
ED-2002-1392.

Reviews of various automated scanning programs were conducted,
searching for techniques that might be incorporated in the AUTOSCAN pro-
gram and problem areas to be avoided during development of the AUTOSCAN
program.

Numerous meetings were held with MSG personnel to familiarize them
with the AUTOSCAN concepts and to define the types of requirements
needed to assist in program definition. To facilitate this, all the on-
board measurements were grouped in system/subsystem categories. This
allowed concentration on a smaller volume of measurements at any one
time rather than treating the entire volume of measurements.

As each MSG Leader (MSGL) presented their respective scan require-
ments, they were reviewed and used to help define the basic program
concepts. In this initial phase, sufficient requirements were submit-
ted to establish the majority of measurement types that the program
must accommodate. Actual scan limits for nondiscrete measurements were
provided for only a minority of the measurements, but this was suffi-
cient to define program requirements for scanning. The program concepts
formulated were provided in prose and flow chart form to programmer /
analysts for the programming and coding required to implement these con-
cepts. The flow charts provided were detailed and complete, but were
used only as guides by the programmer/analysts in developing the program.

The development and implementation of the AUTOSCAN program was an
iterative process through six versions, with each subsequent version
possessing some capability over the previous version, Separate programs
were developed for the AM and ATM all Digital Data Tape (ADDT) to pro-
vide sufficient computer core storage for both AM and ATM telemetered
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measurements. The ATM scan program was developed and checked out first
and then the necessary additions, deletions, and modifications made to
provide an AM scan program,

The special modules resulted from the review of the data users re-
quirements, some of which could not be accomplished with the basic pro-
gram concepts (event, limit, and statistical scans). Special computer
subroutines (modules) were developed to handle the expanded require-
ments, which included cyclic, slope, and consumables data types, Exam-
ples of other types of special modules are:

Limit scan activated by an analog measurement

- Limit scan activated by a discrete and analog measurement
Limit scan activated by a discrete and two analogs

- Change of units of measurement in output

- Limit scan activated by two analogs

- Processing activated by limit violation of analogs plus

a delta stop time.

Specifications and detailed flow charts for the special modules were
submitted for programming as the special module requirements developed.
Each special module was submitted as it became available, with all
special module specifications and flow charts presented in the "AUTO-
SCAN Program Requirements,'" ED-2002-1400, Rev C document for formal
release. The document was released in various revisions five times
between November 1971 and June 1973 to incorporate new special modules
or modify existing ones as needed.

Measurement scan requirements received from the data users were
incorporated into the "AUTOSCAN Measurement Requirements,' ED-2002-1387,
Rev F document which served as a data base for AUTOSCAN and contained
all the onboard measurements together with pertinent information to
identify all limit and discrete scan requirements for individual mea-
surements., This data base was used to prepare the preprocessor that
contained the input requirements used by the AUTOSCAN program. The
continuous influx of requirements was reflected by periodic releases of
the Measurement Requirements Document. The document, in various revi-
sions, was released seven times between November 1971 and February 1974.

The development of the AUTOSCAN Implementation Plan was initiated
in mid-1971, The document was not a comprehensive description of the
AUTOSCAN program but described the guidelines for implementing the AUTO-
SCAN system, and the program implementation activities, both before and
during the mission, This document was released three times between
December 1971 and September 1972.

Internally generated data were used to check out the earlier ver-
sions of the program, These prototype programs were useful in sizing
the input and output, computer storage, and the amount of computer time
required. These considerations lead to the elimination of most special
modules except on an individual basis.
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Checkout and improvement continued through 1972 using data
primarily from various Skylab module tests, including JSC, and KSC
testing. The outputs were reviewed and all problems identified to the
programmer/analysts. Some problems were experienced during these re-
views, e.g., anomalous appearing behavior for a measurement could not be
ascribed to a particular source (i.e., AUTOSCAN program or data). Oscil-
logram traces were used to verify behavior of some measurements. These
reviews indicated that the input data contained a significant amount of
noise. This lead to a recommendation by the AUTOSCAN Task Team that
some type of noise filter be incorporated in the program. This recom-
mendation was not implemented initially, but measurement activate/deac-
tivate flags were incorporated during the mission that would suppress
the measurements having an unusally high degree of activity. The AUTO-
SCAN program had the capabilities/constraints at the February 1973 time
frame as shown in Table IL.D-1.

A series of Mission Simulations were initiated in Jaunary 1973,
which involved both MSFC and JSC. These simulations included transmis-
sion of simulated ADDT data from JSC to MSFC. Many problems were en-
countered with the transmission of these data, which was processed
through the AUTOSCAN program as it became available. The review of the
AUTOSCAN outputs from this simulation were hampered due to the lack of
a nominal data base for comparison and the problems associated with the
data transmission network. Problems uncovered and comments were again
transmitted to the programmer/analysts for refinement of the program.

Approximately 25 percent of the 46 Special Modules requested had
been programmed at SL-1 launch but none had been checked out, with the
major effort expended on developing the baseline program. The computer
time allotted to the AUTOSCAN program had been expected to severely
limit the chances of running the Special Modules, and data users were
made aware early in the program that the Special Modules would be de-
leted if computer time became excessive.

Multiple limits were submitted by several mission support groups
for many of the analog measurements. The capability to handle multiple
limit scans for a measurement was beyond the ability of the baseline
analog scan program. An attempt was made to coordinate a consistent set
of limits between the various requestors with the majority of the con-
flicts resolved; however, because there were some conflicts that could
not be resolved, the decision was made to accept only the parameter
limits submitted by the MSGL for his system,

The problems with the data network continued through the launch
timeframe. At the time of SL-1 launch, ADDT could be transmitted, but
not at the level anticipated or at a level necessary to satisfy the data
requirements, The data requirements were fulfilled by relying primarily
on real-time data and expanding the support provided by the Mission
Operations Planning System (MOPS) terminals. While ADDT could be trans-
mitted electronically at a reduced rate, it was primarily available only
on selected batches during the early days of the mission., To expidite
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Table II.D-1. Baseline Program Capabilities and Major Constraints

BASELINE PROGRAM CAPABILITIES

1. Read routine for ADDT
2. Reduce event data

a., Bilevels, single bit discretes
b. ATM Digital Computer (ATMDC) bit pattern
c. ATMDC single bit

. ATMDC and 8K backup processor
+ Switch selector processor

. Input processor

3

4

5

6. Output processor
7. Limit sense, analog or ATMDC

8. Change limits by event detection

9. Deactivate measurements by event detection
10, Activate measurements by event detection

11. Key special processing by AUTOSCAN flags

MAJOR CONSTRAINTS

1. Accept ADDT

2, Programmed for UNIVAC 1108 Exec VIII computer

3. Huntsville/Slidell computer compatibility

4., Maximum of 65K word core storage

5. Modular

6. No analysis/evaluation

7. High interest areas detected/flagged

8. Intended for Saturn Workshop telemetry data

9. Limits could be changed during mission (48 hour turnaround time)
10. Execute as ADDT becomes available
11. No general purpose module for cyclic, slope of consumable data

types

12, Requested units of the scanning limits must be in agreement with
MSFC calibration data tape

13. Airlock and ATM telemetry data systems are run independently

14. Requested scanning limits should be in agreement with limits
requested by the system's responsible office
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the receipt of data, a scheme was employed whereby tapes were flown from
JSC to MSFC for processing. These and other data problems impacted use

of the AUTOSCAN program to a large degree. It was not until May 20, 1973
(six days after SL-1 launch) that any AUTOSCAN output became available and
not until June 14, 1973 that it became available for most batches of data.

The decision to expand the support provided by the MOPS terminals to
help fulfill the data requirements included installing additional terminals
and manning these terminals around the clock. To help relieve the manpower
problem created by this expansion of effort, the AUTOSCAN Task Team supplied
four personnel to man the MOPS terminals. The evaluation of the AUTOSCAN
program performance continued with half the required manpower. In the early
AUTOSCAN outputs, erratic and erroneous behavior was noted on many measure-
ments. On May 21, 1973, one week after SL-1 launch, an information sheet
indicating this behavior was made available to AUTOSCAN requesters and was
later supplemented by at least two more information sheet directly relating
to noise.

Correlating data were obtained and reviewed and it was established
that the AUTOSCAN program was accurately reflecting the input data. As a
result, the AUTOSCAN output was used as a tool to research the problems of
the input data, attempting to isolate the various data network problems,
and to serve as a basic measure of quality for the data. In late June 1973
investigations of the data problems were finally initiated by other groups
and on July 5 and 6, 1973 the first of several 'data verification' tests
were conducted that involved the entire data system and included review of
data by JSC, Goddard Space Flight Center (GSFC), and MSFC.

The AUTOSCAN Task Team was requested to participate in these activi-
ties and represented the major part of the effort from MSFC. The review of
the data from the data verification tests was somewhat limited because only
data received and processed at MSFC were available. The review generally
consisted of using "octal" dumps of the data for certain selected measure-
ments and researching these data for items indicating anomalous or strange
responses. Items noted by the AUTOSCAN review were further researched by
using various special processing data to attempt to reach conclusions con-
cerning the cause of the anomalous behavior noted in the data. In some of
the early reviews, support of the MSGLs was enlisted to determine expected
behavior for measurements and to attempt to correlate data as seen on the
consoles with the ADDT data.

The initial test and subsequent review produced 36 problems or anoma-
lous behavior occurrences (26 ATM and 10 AM). In an intercenter meeting
at JSC in mid-July, seven of these items were presented and four discrep-
ancy investigations were initiated by JSC. Late in July, in another inter-
center meeting at JSC, an additional five items were presented. At this
last meeting a total of eight recommendations were made by MSFC and seven
of these were implemented.

The investigation made by JSC also uncovered many problems and caused
fourteen Discrepancy Reports (DRs) to be generated with actions being
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assigned to both JSC and GSFC. The classes of problems generally agreed
with those noted at MSFC. The DRs were concerned with such things as
improper handling of data by the Mission Data Retrieval System (MDRS),
operational procedure problems, Decommutator/Remote Site Command Com-
puter (DECOM/RSCC) software interface problems, Remote Site Data Pro-
cessor (RSDP) software interface problems, automotive interference at
Vanguard, etc. Changes were implemented to resolve these problems.

A decision was made at MSFC to delete the AUTOSCAN Analog and Event
Scans and replace them with an "Events Summary Program" in an effort to
Process more data. The "Events Summary Program" was the AUTOSCAN pro-
gram with the analog scan capability removed.

During September 1973, an additional series of data verification
tests were performed. The interim work from the first verification
tests, plus the resulting work from these September tests, did produce
some improvement in the quality of the data. Unfortunately the effort
was primarily centered on the ATM and principally on ATM Auxiliary Stor-
age and Playback (ASAP). As a result, the quality of the ASAP data had
improved considerably while ATM real-time and AM data showed virtually
no improvement.

The review of the "Events Summary Program" output continued and
other data were reviewed for problems. Avoid Verbal Order (AVOs) forms
were submitted to obtain correlating data to research suspected problems
and attempt to isolate the causes.

In mid November 1973 activities were initiated to form a 'Data
Quality" group that would review the incoming data using various inter-
mediate processing outputs and provide an overall monitoring and ad-
vice function for the data processing at MSFC. Four members of the
AUTOSCAN Task Team were assigned to staff this effort on November 16,
1973, Again, the primary emphasis was on the ATM ASAP data. The
effort produced some improvement in the data and spotlighted numerous
deficiencies in the data processing system at MSFC. The support of
this effort continued through February 10, 1974, two days after SL-4
splashdown,

b. Conclusions and Recommendations, The quality of the input
data for the AUTOSCAN program caused the program to produce erroneous
data, resulting in an output that was more voluminous than planned.
Additionally, the long lead time before the output became available
decreased the usefulness of the program output to the data users.
Normally a minimum of three days was required from the time data was
received at MSFC until the output was distributed. Minor refinements
were made to the AUTOSCAN program during the mission to improve either
computer time or to reduce volume of output.

While the AUTOSCAN program did not totally fulfill its intended
function due to problems beyond its control, data users classed it as a
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potentially valuable tool. In view of the increasing amount of data
from space vehicles as systems become more sophisticated, it is felt
that a program employing the AUTOSCAN concept would be highly desir-
able for use with future programs.

For future programs using computer review of down-linked teleme-
try data similar to the AUTOSCAN concept, the following recommenda-
tions should be given serious consideration:

(1) An AUTOSCAN type of program should be an integral
part of the data management system. All the data management functions
- AUTOSCAN, data acquisition, data processing, data distribution, etc.
- need to be integrated into a more unified organization, operating
under a single management area, and, if possible, under the leadership
of one principal group.

(2) Checkout and debugging of the overall data transmis-
sion system and software should be initiated early with a high degree
of involvement by all associated groups. The data system must be in
good operational readiness at the time of launch. It is not possible
to perform adequate debugging operations on the data system after mis-
sion initiation,

(3) A rigidly controlled data base should be built for
early checkout phases of the program (simulated input data tape). The
behavior of each measurement on this tape should be known immediately
(data values vs times, discrete occurrences Vs times, bit patterns of
digital measurements vs times, etc.). This would allow faster review
of the outputs with problem isolation and debugging of the program be-
fore use with data of unknown quality.

3. Corona Analysis. During the period between 1961 and 1969,
several space vehicles that used high voltage for power generation and
electronic sensing devices experienced one or more anomalies resulting
from the effects of corona, These anomalies were primarily caused by
malfunction of sensitive circuits as evidenced by erroneous data, loss
of data, loading of high impedance power supplies, insulation deterior-
ation, production of noxious gases and odors, and/or eventual voltage
breakdown resulting in system loss.

Based upon these past experiences and the fact that Skylab was the
most sophisticated manned space vehicle to be flown, NASA /MSFC initia-
ted a corona investigation and assessment effort to determine the sus-
ceptibility of the flight designed hardware to the effects of corona.
In addition, the survey was to identify tests and analysis required to
verify the need for design modifications and operational constraints
procedures for the hardware.

a, Premission Analysis. Of the 437 module equipment and

experiment items scheduled for flight that were surveyed, 44 items were
determined to be corona-susceptible. Eighteen of these items were
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identified as requiring further tests and/or analysis. Three of the 18
items were modified during prototype development to reduce susceptibil-
ity. The other 26 items were determined to be flightworthy.

(1) Susceptible Equipment. All susceptible equipment was
analyzed and categorized as shown in the Table II.D-2 summary, Many
items were successfully used on Apollo in applications similar to those
intended for Skylab. Other items successfully passed qualification tests
to prove life capability. Only six items, shown in the "RESTRICTED"
column of Table II.D-2 required further effort. All items were either
cleared for unrestricted use or had operational constraints procedures
defined.

(2) Susceptible Experiments. All susceptible experiments
were analyzed and categorized as shown in Table II1.D-3 summary. Only
two of the experiments shown were initially considered corona-free, but
all were eventually cleared for use with imposed operational restric-
tions,

(3) Investigation Results., The results of the detailed
analysis of susceptible equipment and experiments are shown in Tables
II1.D-4 and I1.D-5 respectively. The recommended general mission con-
straints procedures for all itmes that were corona susceptible at
launch are summarized in Table II.D-6.

b. Mission Performance. It was recommended in the Corona
Investigation Final Report Revision and Addendum A (5-2935-HSV-554,
dated February 7, 1973) that the AM l0-watt transmitter be energized
only after the AM Truss pressure was below 0.66 N/mZ (5 x 10°3 torr).
The premission ground test data indicated that it would require at
least 12 hours after SL-1 liftoff for the pressure to be at 1.5 N/m2
(1.1 x 1072 torr). The actual pressures in the AM truss area for the
first three hours after launch were in excess of 0.66 N/m2 (5 x 10-3
torr) and exceeded 1 x 10-3 torr for the first 14 hours. Actual pres-
sure profile data indicated that localized pressure about the 10-watt
transmitter was in excess of that for the vehicle, due to packaging
which restricted a rapid depressurization as experienced by the ex-
plored vehicle surfaces.

Since the AM 10-watt transmitter was activated during this high
pressure period (as predicted), corona bursts resulted, as recognized
by losses in power and data. Rapid action by the ground personnel in
deactivating the 10-watt transmitter and activating the 2-watt trans-
mitter corrected the problem., The 2-watt transmitter was used until
power localized pressures were reached for 10-watt transmitter opera-
tion.

On days 5 and 7, the OWS was depressurized, resulting in exces-
sive gas being ejected about the AM/MDA/ATM external hardware. The
ejected gas was far enough from the Radio Frequency (RF) components
to be no hazard., As recommended, however, all future ejections were
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at a reduced rate, thus eliminating any possibility of high voltage
equipment corona related or induced problems.

Six days after SL-1 launch, a meeting was held at MSFC to discuss
the corona susceptibility aspects of adding a solar shield to the OWS
for thermal control. Since the shield was to be a large metallic sheet,
it would eventually become charged by the space plasma. This charge
would be at a different potential than the OWS tank skin. This effect,
coupled with the solar wind effects, would cause the shield to move to-
ward the tank skin. At the critical pressure-spacing product, corona
bursts could have occurred. Construction of the shield had two corona
reducing features:

- A mylar insulating layer was placed between the metal-
lic portions of the shield and the OWS tank skin; and
- Nonconducting nylon ribbing was used.

In addition, only aluminum foil was used (l/4-mil mylar with very thin
aluminum (Al) coating) and the conductive thermal control paint (S13G)
would face the sun. Aluminum rods, used to support the shield, would
collect the charge on the shield surface and dissipate it to an insig-
nificant level before reaching the tank skin.

c. Conclusions and Recommendations. Early development of
corona specifications defining pressure and voltage design and test
criteria, eliminates the need for much of the postdesign tests and
analyses expended for Skylab., However, analyses by high-voltage
experts armed Skylab managers with detailed facts regarding Skylab
equipment and experiment hardware, which resulted in a corona-free
mission.

Where equipment cannot be designed or protected against corona
occurrences, it is imperative that predefined operational constraints
procedures be strictly observed,

4. Other Special Engineering Analysis. Other special engineer-
ing analysis efforts were performed on Skylab, Several significant
studies were safety oriented and are summarized in Section V.C in
this report. Studies which were performed as part of a particular
system development are summarized in the respective system paragraph
in this report.
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E. Structural and Mechanical Systems

The initial AAP program considered such items as experiments on
space-erectable or expandable structures, deployable booms and mechan-
isms, data recovery vehicles from orbit, development of new docking
devices, spacecraft on tethers, and artificial gravity spin-up of the
entire Orbiting Assembly (OA). Structural dynamics analyses were made
on flexible, 200-ft booms with low frequencies; small deployable space-
craft tethered by long cables to the workshop; and also the dynamics of
large spinning assemblies with the CSM attached by cables or booms.

By December 1966 the concept of an MDA, which was considerably
larger than the AM, was accepted as baseline for all structural studies.
It should be noted that a shorter MDA or AM with a somewhat larger
diameter was proposed; however, the former concept was accepted.
Structural modules identified and accepted as baseline to the program
were:

LEM - Lunar Explorer Module to be used as unmanned carrier/
docking device for ATM.
ATM - Apollo Telescope Mount.

MDA - Multiple Docking Adapter with one axial and four radial
docking ports (two radial ports were to be used for
emergency or convenience only).

AM - Airlock Module for transition from MDA to S-IVB through
the Spacecraft LEM Adapter (SLA).

SLA - Spacecraft Lunar Module Adapter.
S-IVB - "Wet'" Second Stage of S-1B.

BOOM - 100-ft boom (originally considered being deployed from
S-1VB before the MDA concept).

RM - Resupply Module

LM&SS RACK - Lunar Mapping and Scientific Survey rack.

SOLAR ARRAYS - Only for the ATM.

CABLES - For possible reeling-out of ATM from LEM or CSM from
S-IVB.

It should be noted that the requirement for an artificial gravity
of at least 1/6 was baseline at this time.

The principal activity was addressed to hard-tethered (boom) and

soft-tethered configurations, design of MDA, and mission requirements.
By July 1967 the following structural activity had been completed:
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STUDY CONCLUSION

Cable Dynamic Studies for Configurations of Soft-Tethered Discarded
ATM, CSM, and LEM

S-IVB to be used as Wet Workshop at 260 Nautical Mile(n mi) Accepted
Orbit using Saturn 1-B (S-1B)

Unmanned Docking of LEM/ATM to MDA Accepted
Boom Configuration, Hard-Tether LEM/ATM Backup to
System

By May 1968, MDA longeron design was frozen and all work on the
Lunar Module (LM) and ATM was stopped due to design changes. This was
primarily in the subsystem area but also due to structural load problems.
Other changes included the following:

- Redesign of SLA due to acoustics,

- ATM canister load-carrying (had been nonload-carrying) and
attachment of packages,

- Refinement of orbital/launch locks (had been primarily a
one-lock system),

- Structural beef-up of LEM at LEM/ATM interface,

- Problem identified for latch loads North American Rockwell
(NAR) /JSC stated possible 350-400K loads, but probably were
conservative,

- OWS-Solar Array System (SAS) hinged to allow always face sun,

- Unmanned docking of LEM/ATM,

- Deletion of two radial ports: LEM/ATM port with crew instal-
led probe; and 90 degrees away, spare CSM port with drogue
but not electrical, due primarily to mission cutdown and
weight savings,

- No testing requirement for RM.

Structural work proceeded from definition of load programs. For
dynamics, this included docking, latching, acoustical, and design loads
for experiment and commodity packages.

By April 1969 the OWS structural model was still undefined and
docking latch loading was appearing as a real problem. By May 1969,
influence coefficients for the axial port were completed with MDA beam
stiffness with radial port influence. A sophisticated docking program
was also deemed necessary.

In the summer of 1969 the dry workshop decision was made and the
LM eliminated from the program. The final configuration was firmed
by November 1969 using a folding truss to rotate the ATM rack 90
degrees after orbit injection.
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1. Design Requirements. After advent of the dry workshop, struc-
tural design philosophy reflected over-design of the structure to elim-
inate structural testing. The policy was then defined in the CRS that
new structure designed for the Skylab payload would be stress-analyzed
with a factor of safety of 2 on yield and 3 on ultimate and therefore
no static tests of the structure would be required. Also, because pre-
viously designed structure was to be used, it was stated that factors
of safety of 1.1 on yield and 1.4 on ultimate would be used in the
stress analysis on manned structures. These limits were confirmed by
static testing and factors of safety of 1.l on yield and 1.25 on ulti-
mate on unmanned structures. All module contractors were requested to
use these guidelines in writing their CEI specifications.

These requirements were met in the design of the MDA and the PS.
The AM structure was an existing design negotiated early in the AAP
when a factor of safety of 1.36 on ultimate and no requirement for
yield were permitted. Contract waivers and deviations would be allowed,
recorded, and approved in Appendix K of the CRS. Also, verification of
strength was made by static tests of the AM/MDA on the original static
test articles. Waivers also granted on subsequent design modification
to this test structure, therefore, new overall static tests were not
run,

a, Design Criteria Documents

(1) Cluster Requirements Specification. A single docu-
ment that identified the design criteria for all contractors. This
document included the authority to grant deviations to contractors
with structures designed to different criteria. Thus, Appendix K to
the CRS became an official record of deviations.

(2) IN-ASTN-AD-70-2, Served as the preliminary loads
criteria reference. It was a first-cut analysis to provide data for
initial design of the low-frequency primary structure. It consisted
of the dynamic analysis of a mass-spring model and it served the pur-
pose of getting the program started by supplying design launch loads.
Later, in June 1972, an analysis was begun that included the entire
Skylab payload using refined models of each module. Good correlation
was obtained from this analysis. The document also provided uncoupled
and longitudinal loads,

(3) IN-ASTN-AD-70-1. The loads criteria document for
all internal and external components mounted on Skylab structure. The
document provided the initial criteria for the design of packages and
other components. The analysis considered the weight of each component
and where and how it was mounted; i.e., the MDA was divided into eight
zones and loads were specified for longeron or frame-mounted packages.

It was found later that the loads specified in the document were

a good base for preliminary design. Some exceptions were uncovered as
a result of acoustical testing that showed the criteria used in some
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components were too low. A requalification test had to be applied in
these instances.

The shock criteria were questioned by JSC as too conservative;
testing at MSFC verified the criteria,

In some cases, deviations to the criteria were granted where de-
tail analysis of the zone would show conservatism in the loads.

(4) 1IN-ASTN-AD-71-10. Published later to cover orbital
loads as they apply to all structures on the cluster,

2. Functional Description. The following paragraphs describe
the history of each Skylab module during its development. Vibro-
acoustical tests were performed by JSC on three Skylab assemblies.
The first assembly tested was the OWS Dynamic Test Article. The Pay-
load Assembly (PA) was tested in two configurations; launch and orbi-
tal. The launch configuration consisted of the Fixed Airlock Shroud
(FAS), PS, AM, MDA, Deployment Assembly (DA), and ATM. The orbital
configuration was comprised of the FAS, AM, MDA, DA, a docked CSM, and
a deployed ATM with no solar arrays. The results of these tests are
discussed in the following paragraphs. 1In addition, static testing
was performed on some of the individual modules and subassemblies.
Descriptions and results of these tests are also given in the indivi-
dual module discussion.

a. Payload Shroud. The PS provided: an aerodynamic fairing;
a structural support for the ATM during launch; an environmental shield
with purge capability to maintain positive internal pressure for pro-
tection of enclosed modules, and a noncontaminating separation and
jettison system. From a variety of proposed PS configuration concepts,
the two configurations selected for detail evaluation were:

(1) Over-the Nose, and
(2) Segmented Separation.

The Over-the-Nose shroud was to be jettisoned axially, with or
without rails, using thrusters. The basic configuration for the con-
cept was applicable only to the WWS. The Segmented Separation concept
contained four 90-degree segments to be pyrotechnically severed and
jettisoned laterally on orbit (see Figure IIL.E-1). Both configurations
were technically feasible and the primary reason for selecting the seg-
mented configuration was programmatic, based on cost and schedule.

The split shell had a potential advantage that deserves mentioning
for possible future application. If needed, its design would be trans-
latable to separation of the PS during ascent and from the standpoint
of performance, recontact on orbit would not be a problem. An impor-
tant feature of the segmented concept used in the Flight Article was
the pyrotechnic system used to separate the shroud. Reliability
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was proved to be superior for all the fragments induced by its operation
were contained and disposed of, thus preventing contamination of the
payload,

The design criteria called for high factors of safety of 2.0 and
3.0 with no test; therefore a conservative, simplified analysis was
performed on the structure. Testing was limited to ATM support areas,
jettison-separation concepts, and the vibro-acoustical test on the PA
(refer to paragraph II.E.2.j for further discussion). The tests demon-
strated completely satisfactory performance. The analysis verified the
integrity of the structure for the design flight loads.

b. Deployment Assembly. The DA rotated the ATM 90-degrees
and supported it in the orbital configuration (see Figure II.E-2). The
assembly did not have a static test and a factor of safety of 3 was
used in the analysis. Of particular importance was the functional test
to demonstrate the deployment of the 25,000-pound ATM. An air-bearing
system was designed to simulate the zero-g environment. A low energy
spring/cable package deployed the ATM, A unique spring-loaded latch
mechanism locked the ATM in the deployed position (see Figure II.E-3).
Camming action retracted the latch as the ATM/DA approached the deployed
position. Just before the ATM/DA reached the deployed position, cam-
ming action and spring force preloaded the latch which eliminated latch
movement due to loads generated by the Thruster Attitude Control System
(TACS) firing. A ratchet locked the cam, latching the ATM/DA in the
deployed position. During launch, the ATM was attached to the DA
through four support points with the rigidizing mechanisms in the
floating position. Following PS separation, the springs of the rigid-
izing mechanism retracted and rigidized the ATM to the DA interface
(See Figures II.E-4 and I1I1.E-5).

A stress analysis on primary structure was performed and is docu-
mented in the Strength Summary Report, 10M33111. The adequacy of the
structure to carry design loads was demonstrated by this analysis. The
DA was also included as part of the JSC Vibro-acoustical Analysis.
(Refer to paragraph II.E.2.j for further discussion).

c. Multiple Docking Adapter. The MDA evolved from the
original 1966 version of 65 inches in diameter by 38 inches in length
to the final module of 120 inches in diameter by 163 inches in length
(See Figure 1I.E-6). Some of the structural features required in trans-
forming the MDA from the WWS configuration to Dry Workshop (DWS) will be
discussed in the following paragraphs.

The longerons were designed to accommodate equipment that was to
be transferred to the OWS, The equipment had to fit through the AM/OWS
hatch and was relatively light. When the change to the DWS occurred and
the EREP experiments were added, permanent equipment such as film
vaults, experiment packages, and the ATM Control and Display (C&D) Con-
sole were installed in the MDA. The heavier weights of the equipment,
as well as higher CSM docking loads, prompted major redesigns in the
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structure. The longerons had to be reinforced with longitudinal splices;
the docking port frames were strengthened; and an intermediate frame was
added between the ports and the Structural Transition Section (STS)
interface frames. A support truss for the 5194 L-Band antenna for EREP
was added in 1971 in the outside shell.

The MDA was subjected to both static and dynamic tests. The dyn-
amic test consisted of the static test article with no internal pres-
sure. It was subjected to three phases of test, i.e., acoustical, low
frequency vehicle dynamics, and modal surveys. The objectives of the
dynamic test were to verify the structural assembly and its design
criteria; to obtain modal response and impedance data, and to qualify
the hardware for flight. The test was conducted at JSC as part of the
PA. As a result of this test, weight classifications in two environ-
mental subzones were changed, nine new environmental subzones were
added, and no component requalification was required.

The static test consisted of subjecting the MDA shell to nine
loading conditions, The MDA was tested to proof and leak pressure, to
pressure and docking and latching loads, and to local loading condi-
tions. The objective of these tests was to verify the structural inte-
grity, to determine deflections and stresses, and to verify analytical
methods. No structural failures occurred during the dynamic and static
tests and the structural integrity of the MDA was demonstrated. Exten-
sive analysis was performed to substantiate the design of the MDA.

d. Apollo Telescope Mount (ATM). This module was designed
to accommodate solar astronomy experiments, provide the SWS or OA with
attitude control and partial electrical power. It consisted of a rack,
an experiment canister, four solar arrays, a C&D console housed in the
MDA, and supporting subsystems (See Figure IL.E-7).

Originally, the AT Rack had the only SAS. It had an Orbital Lock
System that was retractable., The launch configuration was inverted from
the Skylab mode, with the solar end facing aft to the S$-1B launch
vehicle. The CSM was to dock to the LM/ATM, pull it out, and then in-
sert it in orbit and let it dock to the WWS MDA. After the decision
to change to DWS, some design changes came about because of inverting
the launch mode and the higher environments from S-V vehicle.

The ATM was subjected to vibro-acoustical testing at JSC. As a
result of this test the test criteria were increased in two environ-
mental subzones, Requalification test was recommended for the Control
Moment Gyros (CMGs). Other components were not requalified. Also,
launch engine shutdown sequence was changed from 4-0 to 2-2., Static
testing was performed on single structure and is described next.

e. Rack. This structure was originally conceived as a uni-
versal payload support system. There were three or four payloads under
consideration. The first payload was Project Thermo that, coupled with
the requirement to support the LEM Ascent Stage, was responsible for
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dictating the Rack's octagonal shape. Other payloads included the
LM&SS or Department of Defense (DOD) classified payload. Each differ-
ent requirement imposed on the single structure dictated the design of
separate portions of the rack, resulting in an over-designed assembly
for the Skylab mission. At first, the rack had a truss configuration
made from vertical beams, upper and lower rings, and diagonal members.
Later, shear webs were added to the panels behind the outriggers to
support the CMGs., As black boxes were added to the other panels, shear
webs were also installed there. Another late addition was the Solar
Array Support Ring for support of the solar arrays and to provide hard
points for ground handling., Original design included an Extra Vehicu-
lar Activity (EVA) strut as one of the diagonals, This strut was re-
quired for launch loads and was designed to move out of the way with the
aid of a pyrotechnic device when in orbit. Because of being a single-
point failure item it was removed and the structure was proved adequate
with minor changes. The structural integrity of this assembly was ver-
ified by test and analysis. The rack was subjected to transportation
and flight loads with successful results.

f. Spar/Canister. This center package supporting the ATM ex-
periments consisted of a cruciform spar evolved by the cylindrical can-
ister. The spar was made from one-inch-thick aluminum plate to satisfy
the requirements of the ATM experiments Principal Investigators (PILs)
for an optical bench. When the weight was found to be excessive, about
40 percent of the material was removed with 2-inch diameter lightening
holes. Originally, the center package was attached rigidly to the rack;
the pointing requirement within the package came later. The structural
integrity of this assembly was successfully verified by test and analy-
sis, The spar/canister was tested to flight and transportation loads.

g. Cable Tray. The structural integrity of this assembly
was verified by test and analysis. During the static test a failure
was experienced on one of the fittings., Redesign and retest demonstra-
ted the integrity of the structure. This was the only failure experi-
enced by any ATM component.

h. Gimbal Ring Assembly (GRA). The requirement was to have
a rigid support during launch and a flexible, frictionless system on
orbit, The concept of gimbal rings with flexible actuators for pivots
fulfilled this requirement. The structural integrity of this assembly
was demonstrated by test and analysis,

i. Solar Arrays. The Solar Array structure was subjected to
static testing by applying limit design loads for the launch and orbi-
tal configurations. For the orbital configuration, the test had to be
stopped shortly before it was planned for the in-plane loading condi-
tion due to excessive deformation. Because of the conservative load
the structure was not redesigned. The structural integrity of the
assembly was also demonstrated by extensive analysis,
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j. Airlock Module (AM). The AM was required to provide:

(1) A habitable, interconnecting pressure vessel between
the MDA and the OWS,

(2) The atmospheric nitrogen supply,
(3) Intervehicular activities (IVAs) support,
(4) An airlock to support EVAs, and

(5) Structural mechanical equipment to support the vari-
ous functional systems (See Figure I1II.E-8),.

The as-flown AM was a carry-over from the WWS configuration to Skylab.
At the time of change-over, one of the four AM trusses had a removable
link; two others were changed to this configuration to allow mounting
of six nitrogen bottles on the three removable link trusses. The MDA
interface ring was strengthened and gussets were added to the STS
stringers, Other modifications such as penetrations, welds, and re-
vised rivet patterns were also accomplished.

The requirements for this structure grew through the evolution
period resulting in three elements, i.e., the STS, the tunnel, and the
trusses. Of outstanding design value were the film transfer booms.
These tubular elements stored in the FAS extended 25 feet allowing the
transfer of film cassettes from the EVA hatch to the ATM EVA station
and back. The flexible tunnel connecting the AM with the OWS was de-
signed to provide the continuity of the pressurized passageway between
the two modules without transferring any loads. Four double-pane win-
dows were installed in the STS with each pane capable of containing
the differential pressure of the cabin,

Structural integrity of the airlock tunnel and STS was demonstra-
ted with Static Test Article No. 1 vehicle mated to the Static Test
MDA. The structure was subjected to 12,4 psid and to ultimate load
simulating WWS launch and ascent loads, The launch and ascent loads
for the DWS configuration were later verified by analysis as reported
in "Verification of J-1 Launch and Ascent Structural Capabilities
Based on Evaluation of STA-1 Static Test Results', McDonnell Douglas
Astronautics Company-Eastern Division (MDAC-ED) report E-0517. Struc-
tural capability for subsequent weight increases was verified by analy-
sis and reported in "Effect of AM/MDA Properties Change on AM Structural
Capabilities', MDAC-ED report E-0654., The AM was also subjected to
vibro-acoustical testing. The following were recommended for the AM,
PS, DA, and FAS: an increase in the test criteria in eleven environ-
mental subzones (three new ones were added); special environmental cri-
teria were established for seven components, and four components were
recommended for requalification tests.
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A stress analysis was performed on major structure using finite
element computer techniques. The results showed the AM structure
adequate in all areas except for 'a local section of the trusses. Sub-
sequent component testing verified that the structure would not fail

under the design loads,

The AM/STS was verified by proof and leak pressure testing of the
mated sections to 8.7 psig. Later, when the AM was mated to the MDA,
two leak tests were performed.

k. Fixed Airlock Shroud (FAS). This structure provided sup-
port and transferred load to the Instrumentation Unit (IU) for the PS,
DA, AM, Oxygen (0p) Bottles, four antennae, and EVA support equipment.
The criteria were no test and factors of safety of 2.0 and 3.0 on ul-
timate, Analytical verification on primary structure resulted in over-
all positive margins of safety except for the outside supports of the
07 bottles. Re-analysis showed the supports good for a smaller load
factor than original design criteria, but still acceptable for flight
(See paragraph II.E.2.j for vibro-acoustical testing).

The filament-wound 07 bottles may be singled out for their size

on a manned spacecraft. These six pressure vessels, approximately
four teet in diameter by six Ieet in height, underwent extensive de-

velopment and qualification testing programs. The two discone antennae
extending 40 feet when deployed presented interesting features for zero-
g simulation during testing.

1. Instrument Unit (IU). The functions of the IU were to
provide mounting surfaces for electronic components, and transfer the
load between the FAS and the OWS. The Skylab IU was identical to the
Saturn except for relocation of some of the internal equipment. The
Saturn testing was accepted as verification of the structural capabil-
ity of the unit, Extensive analysis verified the local effects of
equipment mounting and somewhat different environments. The vibro-
acoustical test of the PA caused 23 components to be retested. Two
additional small-scale static tests were performed to add confidence
in the design.

Some of the major structural changes that the unit went through
from its Saturn configuration were:

(1) The insulation was changed to baked cork; and
(2) Bonded doublers were added to the OWS interface.

The lower factor of safety pius ATM contamination requirements forced
the insulation redesign and a foil cover was added to the insulation.
The higher Skylab tension loads introduced the bonded doublers and
testing was required to verify the integrity of the bond., Other major
studies for this unit because of the long duration of the mission and
the change in environments, included a micrometeoroid assessment,
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thermal analysis of the effects of temperature on material degradation,
and sealing of coolants for the thermo conditioning panels. None of
the above had any major repercussions on the design.

m. Orbital Workshop (OWS). This module was a S-IVB stage con-
verted into the primary living quarters for the crew (See Figure II.E-9).
The OWS contained all the food, water, sleeping, eating, hygienic facil-
ities, biomedical experiments, trash airlock, etc. Because the OWS was
a modified S-IVB stage, many of the components were not requalified.
All subassemblies were extensively re-analyzed with particular emphasis
in the areas of new and modified structure.

Because of the many modifications, a complete vibro-acoustical test
was performed on the entire assembly including the After Interstage. The
objectives of this test were to verify acoustically-induced vibration
design and test criteria, to demonstrate structural integrity of brack-
etry and secondary structure, and to verify the analytical models used
for dynamic load analyses. Acoustical and low frequency sinusoidal
vibration tests were performed on the Dynamic Test Article (DTA). The
DTA was a full scale, high-fidelity flight article simulation. The
results of the test were the verification of the dynamic test criteria
for OWS components for most cases, and revised criteria evolved for
others. A summary of the work performed in each subassembly is given
in the following paragraphs.

(1) Forward Skirt. Major additions to the forward skirt
included the supports for the solar arrays and a thermal shield. Test-
ing of the S-IVB/V forward skirt was accepted as qualifying for the OWS
configuration. Extensive analysis was used to verify the integrity of
the structure. The thermal shield was analyzed and a representative
portion subjected to acoustical testing.

(2) Habitation Tank. Many alterations had to be imple-
mented to covert the S-IVB propellant tank to the crew habitation and
experiment station. The most significant alterations were the penetra-
tions on the cyclinder tank wall for the two Scientific Airlocks (SALs),
the wardroom window, the access panel, the mounting of equipment through
two floors, and the support structure for the water containers. Other
packages were mounted directly to the tank. All these modifications to
the original structure prompted dynamic and static load testing of a
production type test article. The structure was also verified by ex-
tensive analysis.

The Static Test Article (STA) was subject to seven cases of com-
bined loading including ground winds with the access panel removed and
critical launch conditions. The purpose of these tests was to verify
the structural integrity of the cylindrical portion and to determine
the effects of rigging the meteoroid shield. As a result of the test
it was determined that no general instability or local buckling occurred
and no damage or permanent deformation was observed.
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After the tests, the STA was subjected to an internal pressure of
32 psig. The objective was to demonstrate the structural integrity of
the habitation area tank cylinder penetrations and the common bulkhead
trash airlock penetration, and to demonstrate that there was no detri-
mental yielding or other damage. The test demonstrated all the objec-
tives except for the failure of a butterfly hinge in the meteoroid
shield. A redesign of the hinge was completed after the test.

Some of the interesting design innovations on the habitation tank
are described here:

The entry hatch and its pressure equalization system presented a
requirement of designing a handle that could not open before the pres-
sure was equalized on both sides of the hatch. It also had to open
rapidly once equalization was achieved, and be under control to pre-
vent damage to the dome in the open position.

Of particular interest was the distribution of equipment in the
crew quarters. Many studies were performed on how to arrange the masses
without exceeding the capability of individual tank wall fasteners and
how to obtain a uniform weight distribution in the periphery of the two
floors, The floor grid configuration was adaptible to different equip-
ment restraints and at the same time provided an astronaut foot restraint
pattern. The design was accomplished with minimum weight expenditure,
in spite of no test design criteria being available. The conical sup-
port structure used for both floors and water containers had to be de-
signed to take fore-aft loads while allowing the cylinder tank wall to
expand due to pressure. The joint with the tank wall was made flexible
to bend as a hinge while the cone wall had to carry compression loads
without buckling.

Another major design feature was the reinforcement of the tank
wall at the penetrations of the windows and access door. This was
accomplished with a minimum loss of tank buckling load-carrying capabil-
ity.

Finally, the trash airlock presented an interesting linkage sys-
tem allowing the ejection of disposables without impairing the seal.

(3) Aft Skirt. The aft skirt was qualified during the
Saturn program. Major changes were the tie-down supports for the solar
arrays and supports for the TACS structure. These modifications did
not degrade the structural capability of the aft skirt and therefore
retesting was not deemed necessary. Extensive analysis verified the
integrity of the structure.

(4) Aft Structure. This was the S-IVB thrust structure
which was modified to accommodate the TACS nitrogen gas storage spheres
and the refrigeration system radiator. The aft and intermediate frames
were both changed to provide the capability of carrying the new loads.
Only vibration testing was performed on the new structure. Factors of
2.0 and 3.0 were used for static load in the analysis of the structure.
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(5) Aft Interstage. The OWS Aft Interstage was almost
identical to the S-IVB with only minor modifications. Therefore, the
structural integrity was established primarily by comparing the load-
ing environment of the OWS to that of the S-IVB, and to the structural
capability determined from the S-IVB/V qualification and development
tests.

(6) Solar Arrays. Extensive testing and analysis was
used to verify the design compliance of the structure. Static test
was performed on the beam fairing, the beam fairing hinge, and the wing
stabilizer beam-to-beam fairing hinge assembly. Both launch and orbi-
tal loads were applied to the test articles. Vibro-acoustical testing
was applied using 70-1 criteria (paragraph II.E.1.a.(3)). This criteria
was too low in some areas and retest was required. As results of the
tests, some parts failed, which required a redesign. Retest and a new
math model were required before the unit was qualified for flight. The
design of this unit is high lighted by the compactness of the solar
arrays in the stowed configuration and the efficient functioning of
the controlled rate of deployment.

3. Design Verification. Dynamics and stress analyses were per-
formed in the following areas: Vibration Analyses, Loads Analyses,
Acoustical Analyses, Dynamic Test Instrumentation/Plans, Mission Sup-
port-Contingency, Stress Analysis, and Studies.

Principally, the dynamics effort consisted of generating math
models and subsequent updates of these analytical models due to design
changes, structural module redefinition, impact of test data, and
sophistication of models. The following paragraphs describe the effort
on the DWS program.

a. Vibration Analyses. Vibration analyses were performed on
numerous Skylab configurations, both baseline and contingency. Prin-
cipal Skylab configurations analyzed were:

(1) Baseline - Primary Effort
- Launch configurations
- Deployed orbital configurations
- CSM docked to orbital configurations

(2) Baseline - Secondary Effort
- Orbital configuration with arrays stowed
- Orbital configuration with ATM arrays deployed
- Orbital configuration, ATM not deployed

(3) Baseline - Contingency
- CSM docked to axial and radial MDA ports
- CSM docked only to radial MDA port
(4) Analyses Updates. Analyses updates were completed

and modal property data generated in support of loads and control
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studies. As analyses were generated during design and test phases,
numerous analyses updates were accomplished., The principal updates
were associated with:
- DWS Change from WWS Aug. 1969
- Sophistication of ATM DA and primary Mar. 1970
support structure
- Sophistication of structural model
includes backup structure
- MDA port revisions incorporate influ-
ence coefficient test and updated July 1971
models of arrays and FAS
- Incorporate math model changes due to
Modal Survey Test results, ATM GRA

Aug. 1970

sophistication, and revisions to OWS Aug. 1972
array due to Dynamic Test results

- Final model that increased sophistica-
tion in GRA area, MDA port, DA and OWS Mar. 1973

arrays, Necessary due to control and
load concerns.

0f principal note was the development of large degree-of-freedom
math models to accommodate sophistication and modal fidelity required
in both load and control studies. A modal selection technique was
developed to retain important structural modal properties with models
of a size that could be handled.

b. Loads Analyses. Dynamic loads were derived on the modal
property configurations, primarily for:

- Launch and boost conditions associated with payload
responses and loads,

- Docking and latching loads for orbital mating with
the Skylab WS,

- Deployment loads associated with appendages of the
Skylab WS,

Principal load cycles or analysis updates were completed when
revised modal data were available. Of principal note was the develop-
ment and derivation of a docking and latching analytical program that
represented a state-of-the-art advancement and a sophisticated boost
phase loads program using a base motion approach.

The principal milestones associated with the loads analyses were:

- Latching load impact to MDA ports,

- Latching and boost phase load impact to the ATM
canister,

- MDA port redesign to accommodate higher bending
moment,

- Engine firing sequence change from 4-0 to 2-2 to
alleviate ATM canister response.
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c. Acoustical Analyses. Studies were completed to assess
the transmissibility of noise through the structure; to refine design
acoustical, shock, and vibration levels, and to update the design cri-
teria where necessary. This included the correlation, evaluation, and
subsequent criteria level updates due to analysis and dynamic tests.

d. Dynamic Test Instrumentation/Plans. The vibro-acoustical
tests (both acoustical and modal survey) represented a "first" for
overall size, structural complexity, and dynamic property refinement.
The principal activities of the associated studies were the predictions
of pretest analytical results for both launch and orbital configura-
tions of the Skylab payload; the definition of instrumentation require-
ments which included the data retrieval-requirements, and the genera-
tion of an overall dynamics test plan.

e. Mission Support-Contingency. The dynamics activity asso-
ciated with mission support involved four primary activities as follows:

- Analysis of the anomaly Skylab configuration to provide
modal property data for, (1) Skylab control semsitivity
studies, (2) Load impact studies, and (3) Redesign re-
quirements.

- Analysis of on-going events, as docking/latching capa-
bility, parasol design, and MDA Six-Pack Rate Gyro de-
sign.

- Calculation of de-orbit loads and participation of SL-1
anomaly evaluation,

- Mission evaluation.

f. Stress Analyses and Studies. Stress analyses and studies
were performed as described in the following paragraphs:

(1) Skylab A Strength Summary.

- Summarized structural integrity of major subassem-
blies using contractor stress reports where possi-
ble and doing additional analyses as required (in-
cluding FAS, ATM, DA, and AM),

- Calculated and summarized loads at critical inter-
faces on cluster,

- Developed capabilities of all critical components
and interfaces for updated load impact and mission
evaluation, and

- Reviewed critical areas to ascertain flight readi-
ness of each module.

(a) MDA Docking Port Influence Coefficients, De-
veloped detailed computer models of MDA and monitored influence coef-
ficient tests of MDA. Analytical finite element models were developed
for the axial and radial docking ports. Static tests were performed
to verify the models.
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(b) ATM Alignment Modeling. Determined effects of
spar alignment at one-g and use in zero-g environment and effects of
temperature differentials on alignment.

(c) Stress Analysis Static Test Monitoring and Eval-
uation of AM/MDA. Predicted static test results and monitored static
tests of AM/MDA. The AM/MDA was subjected to pressure and flight load
tests with analytical models to verify and predict test results.

(d) Stress Analysis Static Test Monitoring and Eval-
uation of ATM. Predicted static test results and monitored static tests
of ATM subassemblies.

(e) General Instability Analysis. Performed a gen-
eral instability analysis on outside shell payload cluster. The objec-
tive of this task was to determine the loads at which general instabil-
ity occurs during three phases of the launch environment, i.e., lift-
off, maximum airload, and booster burn-out. An analysis of nonlinear
collapse behavior in a critical region, and the determination of the
actual factor of safety for PS and FAS (designed to higher factors of
safety than the rest of the structure) were included.

The modeling of the Skylab structure was made in significant de-
tail, which included discrete rings and stringers and other geometric
and loading discontinuities. To limit the size of the problem, only a
180-degree segment of the structure was used. Even so, the analysis
involved the solution of Eigenvalue problems with some 20,000 degrees
of freedom that, perhaps, is the largest bifurcation buckling problem
ever solved.

Results of this analysis showed that buckling occurred first at
the OWS, which is the aft most section of the structure. The upper
parts appeared to be well designed from the point of view of diffus-
ing point loads into the lower parts of the structure. In general,
the analysis proved that the structure had adequate factors of safety
for all modules.

f. ATM CMG Study and Test Program. Analyzed, monitored, and
interpreted the CMG test program. Two tests were performed, i.e., a
CMG Rack Static Test and a Bench Test. A finite element computer model
provided seventeen deflection cases for the Bench Test. The Rack Static
Test was intended to detect structural deformations that would cause
bindings in the CMG's operation. The results of both tests showed that
the CMG operation would not be impaired by the load conditions imposed.

g. Finite Element Models. All models used in the dynamic
tasks described in sections II.E.3.a through II.E.3.e herein, were con-
structed by stress. The final assembly represented the largest number
of degrees-of-freedom used to that date.
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4. GConclusions and Recommendations. In general, as it was evi-
denced by the successful completion of the four Skylab missions, all
the structural and mechanical systems functioned properly and fulfilled
their intended goals.

An exception was the OWS meteoroid shield that failed during SL-1
lift-off. Some other failures of minor consequences were encountered
during the length of the mission. Nevertheless, the primary objectives
of Skylab were adequately met and in many cases surpassed by the alert-
ness of the crew members with the able support of the ground personnel.

Some pertinent recommendations for future programs are:

a. Design criteria documents binding all subcontractors should
be initiated at the start of the program;

b. Timely coordination for interchange of data (particularly
computer outputs such as stiffness models) is essential to avoid mis-
runs and save time;

c. SOCAR reviews were successful tools for reviewing designs,
and should be encouraged for future programs;

d. More capability for inflight maintenance and repair should
be provided in manned space vehicles. Particularly, automatic devices
should be provided for backup manual operation in case of malfunctions;

e. Assign a responsible project engineer for each major sub-
structure. The duties of this project engineer should be the coordin-
ation of all aspects of analyses, design, fabrication, test, and assem-
bly. This engineer should be free of administrative and managerial
duties so he may devote most of his time to the technical aspects of
the problem.

f. Place strain gages and accelerometers on critical struc-

tural items so data would be available for diagnosis of any malfunc-
tions.
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F. Electrical Power Systems

The Skylab Electrical Power System (EPS) configuration consisted
of two independent and complementary power generating, storaging, con-
trolling, distributing, and monitoring systems. The Skylab Cluster
used the available power to operate, control, and monitor the life-
support, housekeeping, experiment, instrumentation and communication,
and attitude control systems. All electrical power for Skylab was
generated directly from the sun by photovoltaic solar arrays. Ni-Cd
batteries stored the energy to allow continuous powering of loads
during each orbital night. Power distribution and control was by
means of a two-wire electrical network, which used a single point
grounding system for the entire Cluster. The two independent power
systems were designed to be operated normally in a parallel mode,
thus permitting power sharing in either direction.

The complexity of the EPS imposed the development and use of
analytical tools that could rapidly reflect the system configuration
as it changed and yield accurate performance predictions. These tools
included Load Assumptions and Power Allocation Documents and Computer
Programs for System Analyses. Contingency analyses performed before
launch included the possible failure of OWS Solar Array Wings deploy-
ment and thus proved invaluable for quick response to the real-time
occurrence.

Premission predictions for EPS performance required up-dating
due to the reduction in AM EPS capability caused by the loss of one
OWS Solar Array wing at launch and accelerated ATM EPS battery degra-
dation. Several off-normal vehicle attitude maneuvers, which were im-
posed for vehicle thermal control until a sun-shield could be manually
deployed, severely stressed the ATM EPS hardware. Restricted by debris
from the meteoroid shield, OWS Wing 1 deployment was not possible, thus
power scheduled for loads and for AM battery charging was not avail-
able. This condition presented an abnormal storage mode for the AM
EPS until the crew of SL-2 cleared the restricting debris and deployed
the solar array wing. The paralleling of the two power systems pro-
vided the necessary EPS flexibility, under a variety of nonscheduled
and anomalous operating conditions, and with systems having differing
degradation rates, to satisfy all jimposed electrical loads and for
supporting all maneuvers and operating conditions.

Premission design verification was conducted at the component,
black box, subsystem, system, and flight vehicle levels. Results from
this program required some design modifications, performance require-
ments and prediction up-dating, and insight into hardware/system anom-
alies to be expected inflight as well as the knowledge of how to over-
come, workaround, or repair those conditions. During the mission,
unexpected anomalies imposed additional ground testing, using backup
hardware and/or the Skylab Cluster Power Simulator (SCPS), to verify
procedures before implementation by the flight crew.

Analyses of the data retrieved resulted in gaining significant
and valuable EPS engineering knowledge, which was usable for establishing
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effective design concepts and requirements for future spacecraft.
Although the report is presented in discipline language and is pri-
marily intended for discipline use, the information contained may be
useful to designers to whom inter-system effects are important.

1. Design Requirements. The design requirements for the Skylab
EPS evolved as the Cluster configuration changed from the original
program design to the final hardware configuration. Cluster config-
uration development is discussed in detail in paragraph II.C.l. The
original configuration involved two completely independent power sys-
tems; an AM/OWS Power System consisting only of primary batteries,
and an ATM EPS consisting of a solar array, batteries, and power con-
ditioning equipment. However, an even prior configuration was visual-
ized as a parasitic type to receive its power from the CSM fuel cells.

a, ATM System. The ATM EPS did not change significantly from
the original system (i.e., the solar array/battery type). The design
evolution involved the number of Charger/Battery/Regulator Modules
(CBRM), the solar array configuration, battery design, and mission dur-
ation and type. The mission concept began with the ATM as a free flying
vehicle docking with the Skylab during the final manned mission. This
involved the use of the LEM as a part of the ATM to provide electrical
power before solar array deployment and propulsion before docking with
the Skylab, At this time, it was planned to fly the Cluster in a Gravity
Gradient (GG) attitude with the vehicle X-axis along the local vertical
until docking with the ATM. After the ATM docked, the attitude was to
be solar inertial. Z-LV attitudes were originally contemplated.

After the decision to change from a wet to dry workshop concept,
the ATM became hard-mounted to the Skylab Cluster with preinstalled
cabling rather than tethered umbilical cabling. The solar arrays
were modified slightly in that the turnaround buses were bonded to
the substrate for increased reliability. The LEM was deleted from
the vehicle and the C&D Console was moved in the MDA.

During thermal vacuum testing, a problem was found in the ATM
battery cell shorting to the battery case. The problem was resolved
by the addition of fuses in the battery negative leads to prevent
the possibility of a single short affecting the remainder of the
CBRMs, and the redesign of the third electrode to provide uniform
pressure over the entire cell area. A fourth electrode was added to
improve the response of the third electrode signal, and also to
assure the rapid and complete recombination of oxygen and hydrogen,
which is normally produced. The other design change was the 20 per-
cent increase of precharged cadmium plate surface area in each cell.
The purpose of precharge was to maintain the useful battery capacity
for longer periods of cyclical operation.

During post-manufacturing checkout, another problem occurred with
the CBRM plus or minus 15 Vdc internal power supply transistors. The
problem was resolved with the replacement of suspected components with
transistors and diodes of higher rating.
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Several failures were encountered with shorting of the wet slug
tantalum capacitors in the input filters. The wet slug capacitors
were replaced with tantalum foil capacitors., Following this modifi-
cation of the input filter, a thermal vacuum and random vibration
acceptance test was successfully conducted on the 18 flight CBRMs.

b. AM/OWS System. The Airlock EPS design evolved from a
simple primary battery system to a complex solar array/secondary
battery system. The evolution was prompted by changes in mission
objectives and design requirements.

Until 1967, all system power after docking was to be derived from
the CSM EPS. The AM EPS was required to provide only a minimal amount
of power during the initial (predocking) mission phase, a period of
oniy 11.5 hours, The AM EPS consisted of silver-zinc primary batter-
ies and a power distribution system.

The mission duration was extended and the sophistication of the
OWS increased to accommodate the growing experiment program., The AM
EPS design concept was then changed to a solar array/secondary bat-
tery system with silver-zinc primary batteries to be used for pre-
activation power only. The first of many concepts had solar arrays
mounted on the AM. Through the evolutionary design phase, as the
power requirements increased, the solar arrays were relocated on the
OWS to accommodate the increasing array size., Also, in these early
design stages, batteries and power conditioning equipment concepts
evolved through a series of trade-off studies. One such study com-
pared both silver-cadmium &nd nickel-cadmium batteries. The selec-
tion of nickel-cadmium was based on the availability of more ground
test data and flight history implying less development risk. Several
solar array/secondary battery system designs were evaluated, with the
primary goal of increasing the overall efficiency and reliability of
the system. Buck regulation was selected to maximize efficiency, for
both the battery charger and voltage regulator. 1In addition, a peak
power tracker was incorporated in the charger to extract maximum array
power when demanded by the system. When the results of this design
approach were established, the AM EPS consisted of four power condi-
tioning groups (PCGs). Each group included a battery charger, a
voltage regulator, and a thirty cell, 33 -ampere hour, nickel-cadmium
battery. Input power for the PCGs was derived from solar arrays
mounted on the OWS.

Power requirements continued to increase thus requiring both a
larger solar array and the expansion of the number of AM PCGs from
six to eight. Reduction of preactivation load requirements, coupled
with the increased available nickel-cadmium battery energy from the
additional two units, led to the elimination of AM primary silver-
zinc batteries.

At this time, the use of ATM solar modules, for both the ATM and

OWS solar arrays, was considered important to achieve design standard-
ization., Shortly after this, the '"dry launch" concept was adopted,
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which made the ATM an integral part of the cluster and made the OWS
S-IVB a true space laboratory rather than a propulsive stage. Because
the ATM attitude system was capable of holding the cluster in the solar
inertial attitude at all times, there was no longer any need for a sep-
arate OWS solar array orientation system and the array articulation re-
quirement was deleted.

A solar array was later conceived for the OWS that was to be used
specifically with the AM PCGs as an integrated power system. Maximum
and minimum voltage and power requirements were deliberately specified
to be 1.5 times the ATM module design to minimize the impact on PCG
redesign.

In the process of design evolution, a second ampere-hour (A-h)
meter was added to the battery charger to improve reliability. Also
a discharge limit feature was added to provide a signal to the voltage
regulator when the A-h meter computed battery state-of-charge (SOC)
equaled 30 percent; the voltage regulator then reduced its output
and effectively removed the associated battery from the bus. This
feature was added to prevent inadvertent overloading of any one bat-
tery, although intentional deep discharges were still possible by the
use of override logic circuitry. Both onboard display and ground TM
of the A-h meter status were available., Manual override of the 100
percent SOC signal from the A-h meter was added to permit continued
battery charging in the voltage limit mode.

Battery cell failures during cyclical ground testing prompted a
redesign of the battery case to aluminum for improved heat transfer
to the coldplate. Internal cell changes were incorporated to reduce
the probability of cell internal shorts. To further reduce battery
operating temperature and therefore improve cyclical life, the cool-
ant loop temperatures were lowered and both the A-h meter return fac-
tor and battery trickle charge rate were reduced. The latter neces-
sitated battery charger design changes.

The conversion from a wet to dry workshop resulted in a complete
redesign of the wet Power Distribution and Control Console. All the
subsystem components could now be hard-mounted in the OWS before
launch.

A console was developed within which the system electronic mod-
ules, circuit breaker panels, and control and display panels would be
installed; however, the wet to dry conversion resulted in more systems
and more sophistication. The circuit breakers, switches, and display
arrangement was finalized in mid-1971.

In addition to the console-mounted panels, four "remote" C&D
panels were baselined. The remote panels provided for crew control
locally of functions that would be cycled many times during the mis-
sion. By providing the controls in the area of use, traffic to and
from the power distribution and control console was considerably re-
duced.
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c. Cluster EPS. Before the dry workshop concept, the ATM
and AM/OWS EPSs were baselined as completely independent systems, each
supplying its own loads. However, due to the Cluster load distribu-
tion, the available power margin on the ATM EPS was found to be con-
siderably larger than that of the AM EPS. To provide a more flexible
Cluster power system, and to provide better interface voltage regula-
tion at the CSM interface, the normal operating procedures were revised
to operate the AM and the ATM power systems in parallel. The power
sharing was determined by the AM Regulated Bus Open Circuit Voltage
(OCV) setting and the Cluster load distribution. The Cluster single-
point-ground (SPG) concept was adopted. The ground point was in the
AM when the CSM to MDA power transfer connectors were not connected,
and in the CSM at all other times.

d. Final Design Requirements. The Cluster design require-
ments are completely described in the CRS. The major requirements
from the CRS are included below.

(1) General Cluster Requirements. The SWS Electrical
system as shown in Figure II.F-1 was comprised of two solar array/
battery dc power systems; one located on the ATM and the other on the
AM/OWS. The ATM and AM/OWS distribution systems were operated in
parallel electrically. The SWS Electrical System was to have the cap-
ability of supplying 7530 watts of power to the Cluster loads while in
the Solar Inertial mode. The system was to have the capability of sup-
plying 6000 watts during the Z-LV Earth Resources Pointing Mode and
2600 watts during the Z-LV Rendezvous mode.

(2) AM/OWS System. The solar cell array mounted on the
OWS and rechargeable batteries and associated power conditioning equip-
ment located on the AM were to be capable of supplying 3814 watts of
power to the cluster loads during the SI mode of operation, 3000 watts
during the Z-LV-E mode of operation, and 1300 watts during the Z-LV-R
mode of operation.

(3) ATM System. The solar cell array mounted on the ATM,
and rechargeable batteries and associated power conditioning equipment
located on the ATM were to be capable of supplying 3716 watts of power
to the cluster loads during the solar inertial mode of operation, 3000
watts during the Z-LV-E mode of operation, and 1300 watts during the
Z-LV-R mode of operation.

(4) Cluster Loads. Total Cluster loads were not te ex-
ceed 9000 watts steady state for limited time duration, and were not
to exceed 7530 watts average per orbit with average day loads equal
to average night loads.

- 0f the 9000 watts, the load on the AM EPS at any
time was not to exceed 5800 watts; 2900 watts per
Regulator Bus,
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= 0f the 9000 watts, the load on the ATM EPS at
any time was not to exceed 4800 watts; 2400
watts per bus,

- The minimum load on the AM EPS at any time was
not to be less than 1920 watts; 960 watts per
Regulator Bus.

- Energy balance condition was not be be exceeded
by each of the 26 power subsystems during the SI
mode. A minimum reserve capacity of 30 percent
of rated capacity shall be maintained in each
battery.

(5) Rechargeable Batteries. The allowable discharge
levels of both ATM and AM Ni-Cd batteries was not to exceed the values
specified under the following conditions:

CLUSTER ORIENTATION MAXTMUM ALLOWABLE DISCHARGE

ST 30 percent Depth-of-Discharge (DOD) per
Battery per Orbit

Z-LV 50 percent DOD per Battery during Z-LV

pass, provided 30 percent of the

Rated Capacity remained in the Battery

2. Functional Description

a. Major Elements. The Skylab EPS consisted of the follow-
ing ATM and AM/OWS EPSs. The power systems are described both in the
launch configuration and the configuration at launch of SL-4.

b. ATM Electrical Power System

(1) Launch Configuration Systems and Major Components.
The major systems of the ATM EPS and their major components were as
follows:
- Power Generation System (18 solar panels)
- Power Conditioning and Energy Storage System
(18 CBRMs).
- Power Distribution System (12 distributors
with redundant buses).
- Power Control System (switches, relays, logic
circuits).
- Monitoring System (meters, indicator lights).
- Circuit Protection System (circuit breakers
and fuses).

(a) Power Generation System. The 18 ATM solar
panels converted sunlight into electrical power, which was processed
by the Power Conditioning and Energy Storage System (the 18 CBRMs)
and continuous power was provided to power subsystem loads through the
Distribution System.
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The ATM solar panels had a predicted combined power capability
over the sunlit duration of about 10,480 watts at 55 degrees centi-
grade at the beginning of mission at zero beta angle. The 18 solar
panels (one for each of the 18 CBRMs) were mounted on four wings.

The wings were oriented 45 degrees to the longitudinal axis (X-axis)
of the SWS. Figure II1.F-2 shows the fully deployed array and depicts
the numbering system adopted.

(b) Power Conditioning and Energy Storage System.
Power conditioning and energy storage in the ATM EPS was accomplished
by the 18 CBRMs and two load-sharing units (Primary and Secondary).
Each of the 18 CBRMs consisted of a charger, a battery, a regulator
and an Auxiliary Power Supply.

- Charger. The function of the charger was to
charge its associated battery using power
generated by its solar panel. The charger
was of the nonisclated, step-down switching
regulator type.

- Battery. Each CBRM contained an Ni-Cd bat-
tery rated at 20 ampere-hours. The battery
contained 24 cells that were series connec-
ted, hermetically sealed, four-electrode

type.

- Regulator. The function of the ATM buck-
boost regulator was to regulate the voltage
level of the power delivered by the CBRM to
buses 7D10 and 7D20 and then to the ATM main
buses 7D1l1 and 7D21 respectively.

The input power to the regulator was provided from the solar panel
or from the battery or both. When the solar panel voltage was less
than the battery voltage, all the input power was provided by the bat-
tery. The input voltage level could vary between 25.5 and 80 Vdc.

(2) Configuration at Launch of SL-4. The configuration
of the ATM EPS at the time of launch of SL-4 was not radically dif-
ferent from that at launch of SL-1. The ATM solar arrays suffered
from an average degradation of seven percent. Two CBRMs were inoper-
ative due to solar array input contactor problems on CBRM 5 and a
regulator failure on CBRM 3.

The results of the component degradation and failures resulted
in a predicted SL-4 bus power capability for the ATM EPS of 3700
watts, beta angle = 0°, SI.

The CBRM batteries showed more degradation that was to be ex-

pected based on DOD and temperature effects. The average battery
capacity available at the end of the SL-4 mission was 10.2 A-h with
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a standard deviation of 1.3 A-h., The cause of the increased degra-
dation is thought to be long term trickle charging before launch.

c. AM/OWS Electrical Power System

(1) Launch Configuration Systems and Major Components.
The systems of the AM/OWS EPS and their major components were as
follows:

- Power Generation System, 8 Solar Array Groups(SAGs)

- Power Conditioning and Energy Storage (8 PCGs)

- Power Distribution System (redundant buses)

- Power Control System (switches, relays, logic
circuits)

- Monitoring System (meters, indicator lights)

- Circuit Protection System (circuit breakers
and fuses).

(a) Power Generation System. The generation of
electrical power in the AM/OWS EPS was accomplished with the eight
OWS SAGs. The SAGs converted sunlight into electrical power that
was conditioned by the Power Conditioning System (PCS) and distribu-
ted to the subsystem loads and to the batteries for recharging. Each
of the eight SAGs constituted an independent power source, one for each
PCGC. The SAGs were mounted on two wings as shown in Figure II.F-3.

(b) Power Conditioning and Energy Storage System-
General. Power conditioning and energy storage in the AM/OWS was
accomplished by eight PCGs and two Shunt Regulators. Each of the
eight PCGs consisted of a battery, a charger, and a regulator. In
addition, the PCGs contained sensing devices, controls, and inter-
connecting circuitry and were actively cooled.

Each PCG was designed to be capable of operating under the var-
ious levels of power provided by the SAG, to condition this power,
recharge the battery, and distribute the power to the Skylab subsys-
tems.

(c) Battery Charger., The battery charger consis-
ted of a charger regulator, a peak power tracker, and an A-h integra-
tor. The charger regulator contained a buck-type voltage regulator
to provide a regulated and variable dc voltage to the battery and/or
the bus voltage regulator.

- Battery. Each of the eight PCGs contained
a 33 A-h Ni-Cd battery to store the solar
array power and supply it to the bus voltage
regulator when power available from the SAG
was not sufficient to meet cluster load re-
quirements.

II-88



uorjeandryuo) Leiiy 1BIOS SMO €-A°II 9In31g

ddIS 'TT4D JAILOV FHL ONIOVA QIAMAIA
J34IM SVM 1I HOIHM
OL O0d HHI SILVNOISHA TINAOW HOVA NO HAGWNIN HHI
NOILYASNI TVIIFYO O ¥0Idd ISOT Z ONIM
ONIM V dN JAVHW ONI¥IVA Wvdd SN'Id SNOILDHIS ONIM €
NOILJJIS ONIM V dn IAVK STANVA 0T
d10¥0 AVYEV NV dn DAIVH Ol
TIITVIVd NI QALIANNOD HYEM T ONIM WO STINACH ST
TANVd V dl HAVA STINAOH ¥
JTINAOW V dN IAVHW STTIID ¥V'IOS 919

$330N
T ONIM AN 2 INIM
4 - N rf - “~
i 2 ¢ ¢ 2 I

R e (e T,
ESBE: e D R ekt
T PR S (1)
IR | g Emma B [ o
TENEES Ema e SEEE R e P
e N FERREE! CRR: (ELr o]
ek N anv CEEERER CREIst RS el
ICER ST QRN (IR I ¥ S Gy 3 £ g s 3 I8

. Slls + M k3 + m 9 N M 2 . 12 N |
P B AR TR (R

4 N N L » M
S IR R R St ol
| NOILISOd
| > NOIL23S
11 NOILISOd & Al NOILISOd
ONIN1VI—" FINCOW

111 NOILISOd WIIdAL ININIGWAN

II-89



- Bus Voltage Regulator. Each of the eight
PCGs contained a buck-type remote sensing
regulator to provide regulated dc power to
the AM Regulator buses and EPS control buses.

- Power Distribution System., Power distribu-
tion in the AM/OWS EPS was accomplished by a
redundant system of main power buses and sub-
buses distributing the power provided by the
two independent groups of four PCGs each.

d. Configuration at Launch of SL-4. The major difference
between the AM/OWS EPS at this time compared to that at SL-1 launch
was the loss of OWS solar array wing 2. This resulted in a reduction
in power capability of the AM/OWS EPS of approximately 40 percent.

The system power capability at this time was 2900 watts, beta angle =
0°, SI. Time dependent degradation of the remaining solar array was
not detectable. Battery capacity degradation was minimal, the average
capacity being 33.6 A-h with a standard deviation of three A-h.

3. Interface Requirements. The EPS interface requirements are
described in detail in the CRS. The most important requirement being
the power transfer across interface. Power feeders having a maximum
resistance of 15 milliohms per bus, were to be provided between the
ATM interface and AM/OWS power distribution system and capable of
carrying 2500 watts in either direction. Power feeders were to be pro-
vided between the SWS and CSM capable of carrying 2400 watts Interface
voltages shall comply with Table II.F-1.

4, Design Verification

a. Analysis. Design verification analyses involved five
categories: system or subsystem capability, power sharing, transient
analysis, interface design limit verification, and load analysis. The
analyses used both manual and computer tools. The following is a brief
description of the major analyses performed.

(1) SWS EPS/CSM EPS Operation. The SWS EPS was re-
quired to provide power for the CSM quiescent mode and periodic sys-
tems checks after the CSM docked and was electrically mated. It was
planned that the CSM fuel cells would continue to operate and provide
all required CSM power until the cryogenics were depleted, approximately
12 days after docking. During this period the SWS EPS and the CSM EPS
operated as completely independent power systems. During the initial
umbilical mating verification, activation, and deactivation of power
transfer and various CSM EPS verification periods, the SWS EPS oper-
ated briefly in parallel with either the fuel cells or CSM batteries.
Numerous studies were performed to analyze the SWS EPS capability to
supply the required CSM load and to analyze the SWS EPS/CSM EPS
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Table II.F-1. Interface Voltage Requirements

MAX LOAD POWER| STEADY STATE INTER-
gggi“f}gla FUNCTION (WATTS) FACE VOLTAGE(VOLTS
See Note 6 MIN MAX
AM | MDA | MDA Loads See Note 3 25.0 30.0
AM | MDA | Power from SWS to CSM 2472 27.6 30.0
(Via MDA)
AM OWS | OWS Buses 3000 25.5 30.0
AM | OWS |OWS Loads See Note 3 25.5 30.0
MDA | CSM | Power from SWS to CSM 2400 26.8 30.0
(Via MDA)
OWS | AM |Power from S/A Group to See Note 4 51.0 125.0
AM Power Cond.
ATM | EXP |Power Supplied from SWS See Note 3 26.0 30.5
to ATM Experiment(diode
inside experiment)
ATM | EXP | Power Supplied from SWS See Note 3 25.0 30.5
to ATM Experiment(diode
outside experiment)
ATM | AM |ATM C&D Power 382 27.8 30.5
AM | MDA | ATM C&D Power 382 27.3 30.5
ATM | AM Power Transfer Between 2500 28.3 30.5
ATM and AM
MDA Power Supplied from SWS
AM | EXP PP , See Note 3 24.0 30.0
SWS to Experiment
OWsS
NOTE 1. Maximum load power listed corresponds with minimum interface
voltage.

2, Minimum load power is zero and corresponds with maximum inter-
face voltage.

3. Each individual load must meet the minimum steady state inter-
face voltage level at its individual steady state maximum load.
See Module Power Allocation Documents for individual load re-
quirement.

4, The minimum average power over the sunlight portion of the orbit
supplied by the Solar Array Group at 51 volt operating point at
the interface during the Solar Inertial Mode is 1312 watts.

5. The interface voltage requirements do not include signal and
control power.

6. The maximum load given is shared equally between the two pos-

itive buses in the two bus system where applicable.
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operating compatibility. The analyses showed that the SWS/CSM power
system were compatible under the above conditions.

(2) Cluster Load Versus Capability Analysis. The SWS
EPS power capability was affected by two major mission variables, Sky-
lab orientation mode and time (beta-angle variation and degradation of
both solar array and battery).

The major time dependent degradation factors were the battery
capacity decay and the reduction in the available solar array power.
The capacity decay rate was affected by the battery DOD per-orbit
and temperature while a major portion of the solar array power degra-
dation was attributed to the thermal cycling effects.

Conclusions that were drawn are:

- Solar inertial capability satisfied the load require-
ment in all mission phases.

- In certain Z-LV-E passes, the capability did not meet
the worst-case load requirement. In these cases, load
management was required to perform the Z-LV-E opera-
tion.

(3) Load Analysis. Detailed load analyses perdictions
were performed for the three missions for both the SI and Z-LV modes.
It was shown that the predicted loads could vary widely within a given
orbit.

The load analyses performed indicated that with proper power
management the EPS had sufficient capability to supply the load re-
quired to meet planned program activities as scheduled in the premis-
sion flight plan.

(4) Grounding. Several studies were conducted to assess
the Skylab grounding system for both the orbiting cluster and the ground
checkout configurations. The most significant of these studies were:

- A study on EREP grounding in March 1971 resulted in a
design change to the grounding configuration of the
EREP system.

- An information report that summarized the grounding
criteria on primary and secondary power systems used
on Skylab was prepared in April 1971.

- In August 1971 an analysis was conducted on the AM suit
compressor power inverter SPG fault current to determine
the impact of this fault current on cluster system oper-
ation. The results were presented at the léth Electrical
Panel Meeting in October 1971. Analysis results indi-
cated no significant system degradation would result.
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- In October 1971 results of a review of the ground
checkout configurations at KSC were presented at the
l6th Electrical Panel Meeting. Conclusions were that
the mating of the ESE umbilical connectors to the
cluster and launch vehicle established numerous struc-
tural return paths which were in parallel with the re-
turn wiring for circuits using structural ground. The
magnitude of the ground return currents was not detri-
mental to the operation and performance of Skylab.

- A detailed review, concluded in March 1972, of the as-
built production drawings of Skylab hardware was con-
ducted to identify grounding violations. All such
violations were waivered.

(5) Circuit Protection Versus Wire Compatibility. Dur-
ing SOCAR each module contractor reviewed the power distribution net-
work to assure that each circuit protective device adequately protected
the power distribution wiring.

It was concluded that with the hardware changes occurring during
the SOCAR and with the completion of the activity requested to review
internal wiring of experiment equipment, the circuit protection was
compatible with the wiring and no further action was required.

(6) Corona. Each item (experiment/equipment) assigned
to Skylab was analyzed for Corona susceptibility according to peak-
applied operating voltages and operating products, residual and con-
taminating atmospheres both in and near the item being investigated.
Those items having field stresses greater than 50 volts/mil were
recommended for either qualification or special testing to evaluate
the corona susceptibility.

(7) Contingency Analyses. Several detailed analyses
were performed to evaluate possible contingency modes of operation.
These contingency modes included: failure to deploy OWS and/or ATM
solar arrays, failure to deploy meteoroid shield, and failure to
deploy the ATM. These analyses resulted in remedial and alternate
sequences to be adopted in the event of various subsystem or compon-
ent failures,

b. Testing. Testing of the Skylab EPS was conducted at
the component, black-box, subsystem, system, and flight vehicle
levels. The objective of all test programs was to assure that the
flight vehicle would meet all Skylab requirements with a high level
of confidence. The overall testing can be divided into three cate-
gories: Development or Engineering Model Testing, Qualification and
Acceptance Testing.

Essentially all major EPS components were subjected to develop-
mental testing. These components include both AM and ATM batteries,
chargers and voltage regulators. Qualification and acceptance testing
was required on all individual components and functional units that
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were to comprise the Skylab EPS. 1In addition, all systems were sub-
jected to integrated testing at KSC.

The results of the component and subsystem testing are shown in
Tables II.F-2 through II.F-5 below.

Table II.F-2. ATM Solar Array Performance¥

SPECIFIED OR
PARAMETER PREDICTED VALUE ACTUAL VALUE SOURCE OF DATA

Module Speci- | 700 Milliamps at| Test Panel I Avg

fication 49 Volts Value for 20 Mod

Requirement 730.6 Milliamps X-75 Simulator
at 49 Volts Test
726.3 Milliamps Denver Sun-
at 49 Volts light Test

Test Panel II Avg
Value for 20 Mod

797.2 Milliamps X-75 Simulator
at 49 Volts Test
783.2 Milliamps Denver Sun-
at 49 Volts light Test
Power Output Test Panel 1 715.5 Watts *k
681.3 Watts Maximum
Maximum
Test Panel II 785.3 Watts %k
752.7 Watts
Max imum

*A11 values at 30°C
*%Predicted value using X-75 simulator output of individual
modules; actual value based on sunlight test.

Table II.F-3. CBRM Performance

PARAMETER SPECIFIED | scryAL VALUE SOURCE OF DATA
VALUE

Battery Cycle Life | 4000 Cycles Curve based on Battery cycle
Operation test data test

Charger Efficiency >92% 92,9 to 94.3 CBRM Electri-

cal ATP
Regulator : > 897% from 90.5 to 94.1 CBRM Electri-
Efficiency 100 to 200W cal ATP

>85% @ 400W | 84.0 to 86.8
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Table II.F-3. (continued)

PARAMETER SPECIFIED ACTUAL VALUE SOURCE OF DATA
VALUE
Charger Control of Specified Specified curves |CBRM Electri-
Battery V versus T |curves + 100 mV cal ATP
Characteristics + 150 mV
Maximum SA Current |13.5 + 0.5A} 13.5 + 0.1A CBRM/Solar PNL
(Charger On) sunlight test
EMI Requirements Meet Out of Specifica-{CBRM Qual test
50M02408D tion on conducted
& Radiated inter-
ference
Life 4000 Cycles Verified Life test
PREDICTED
PARAMETER VALUE ACTUAL VALUE SOURCE

Continuous Bus Power
capability of 1 CBRM
/SA Subsystem
(Worst Case SA)

Temperature Range of
batteries under hot
& cold predicted
enivornments

Power mismatch be-
tween CBRMs-Control-
led by power share
circuits

218 Watts @
the bus

-10°C to
+30°C

5% for 100W
to 300W per
CBRM

227 Watts

-10°¢C to +30°%

3.5%

CBRM Life test-
ing with simu-~
lated solar
array

ATM Prototype
TV testing

ATM Prototype
TV testing

Table II.F-4.

OWS Solar Array Performance

PARAMETER

SPECIFIED
VALUE

ACTUAL VALUE

SOURCE OF DATA

Module Specifica-
tion Requirement

944 Milli-
amps @ 71.7
Volts @ 289C

970 Milliamps @
71,7 Volts @
28°¢c

Flashlamp test
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Table II.F-5. PCG Performance

SPECIFIED VALUE |ACTUAL VALUE OF
PARAMETER OR TEST PURPOSE | TEST RESULTS SOURCE OF DATA

Battery Charger | 1000 hour test Within specified |Life test

Life Test values
Battery Cycle 4000 Cycles Verified Life Test
Life
Voltage Regula- | 1000 hour test Within specified |Life Test
tor Life Test values
SAG/PCG Determine opera- |System compati- Denver Sunlight
Compatibility ting characteris-|bility was veri- | test
tics & compati- fied & operating
bility characteristics
were determined
PCG Predicted Max SI Battery Module
Mode: tests
0° B 530 W 540=-563 W
58.59 8 850 W 890-930 W
73.5° B 1500 W [1354-1453 W
Predicted Max Z-
LV Mode:
0° B 300w 300-375 W
73.5° B 40w 80-90 W
Capability of Predicted Max SI Battery Module
4 PCGs Mode: tests

0° B 2120 W 2150 W
Predicted Max Z-

LV Mode:
008 1200 W 1300 W
Peak Power Predicted 95.4 to 99.48% Battery Module
Tracking Accur. 95-100 % tests
Regulator Droop |0.04 + .002 Verified Battery Module
Characteristics | volts/amp tests

c. Skylab Cluster Power Simulator Testing (EPS Breadboard).
The purpose of the EPS Breadboard was to provide a means to demonstrate
the operation of the ATM EPS in parallel with the AM EPS, and to insure
stable operation of the two power systems under various load conditions
before mating of the actual flight systems. Other areas of investiga-
tion were proper load sharing between the two systems and an analysis
of the single point ground system. Secondary objectives were to provide
a means to demonstrate and analyze power system failure and contingency
modes of flight operation as well as to provide an alternate means of
simulating orbital performance (day-night cycle, Z-LV-E mode). The
Breadboard was also intended to be used during the mission to analyze
performance and to verify solutions to problems occurring during flight.
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(1) System Description. The EPS Breadboard hardware
consisted of both flight systems hardware and ESE hardware. The flight
(or flight equivalent) hardware included 8 PCGs, 18 CBRMs, and ATM Power
Transfer Distributor, AM power distribution system, and three AM con-
trol, display, and circuit breaker panels. The ESE equipment included:
ATM solar array simulators, OWS solar array simulators, cluster load
banks, a CSM source and load simulator, network control and switching
equipment, a digital data acquisition system, a low temperature test
unit, an air conditioning system, and various ESE C&D panels, All
power distribution interconnecting cabling was made equivalent to flight
wiring.

(2) Testing. Testing on the breadboard began in February
1972, Testing was performed in compliance with the '"Skylab Cluster
Power Systems Breadboard Test Requirements' document, 40M35693. The
breadboard was also used as a training aid during classes on the
Cluster EPS for flight control and astronaut personnel. The major tests
performed are shown in Table II.F-6.

5. Sneak Circuit Apalysis. The goal of the sneak circuit
analysis was to uncover any condition that, due to a sneak electrical
path (an undiscovered, unwanted electrical path), could cause unfore-
seen problems in the EPS. The Sneak Circuit Analysis performed on
Skylab was effective for reasons other than equipment and personnel
safety and mission success such as:

- Establishment and maintenance of a complete set of
documentation,

- Verification of interfaces within and between modules.

- Development of simplified schematics used to conduct an
evaluation of the activation circuitry, system sequence
checks, and crew procedures.

The use of the computer as a tool in circuit analysis on pro-
grams as large as Skylab was unique; however, the technique proved it-
self to be both economical and essential in assuring that all electri-
cal paths were identified. The performance of this type of task by
manual methods would have been extremely difficult and inefficient con-
sidering the complexity of the Skylab EPS,

a, Analysis Description. The sneak circuit analysis per-
formed included the following modules of Skylab: ATM, MDA, AM, and
OWS. The ESE and the Skylab interfaces with the IU and CSM were in-
cluded in the analysis, Those IU functions that controlled Skylab
systems were analyzed, Experiments associated with the Skylab were
also a part of the analysis. The CSM was analyzed separately by the
Boeing Company (TBC), Sneak Circuit Analysis Group in Houston, Texas.
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Table IL1.F-6. Tests Performed on Skylab EPS Breadboard
(Reference 40M35693)

REF PARA TEST PERFORMED
6.7 CSM Power System Verification
7.3.1 Initial Paralleling Verification
7.4.3 Battery DOD Prediction Verification
7.3.3 SWS EPS/CSM Fuel Cell Parallel Operation
7.3.4 SWS EPS/CSM Descent Battery Parallel Operation

7.3.7.5 Bus Interface Voltage Limit Test
7.4.1 Switching Test

7.3.7.1 CSM Feeder Transient Test
7.3.7.2 CSM Feeder Noise Test

7.1.14 CSM/XFER Bus Noise Test

7.3.7.3 Power Sharing Test

7.4.2 Contingency Mode Testing
7.3.2 Z-LV-R Simulation
7.3.6 Solar Inertial Operation
7.3.8 Z-LV-E Operation

SPECIAL TESTS OR APPLICATIONS

AM Battery Testing (premission)
Flight Crew Training

Flight Controller Training

SL-1/2 Battery Storage Test

SL-3 AM EPS Shutdown Procedures Test
SL-3 SAS 4 Current Anomaly Test

AM Battery Recharge Procedure Test
Coolant Loop/PCG Deactivation/Activation Procedure
Voltage Regulator Thermal Checkout
CSM Power Transfer Circuit Check
ATM Battery Capacity Test

CBRM 17 Low Output Analysis

CBRM 3, 5 Interconnection Test
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The analysis was limited to the time period from prelaunch to
mission termination. The ESE umbilical power and control circuits were
analyzed for the time period from just before initiating the automatic
sequence until after umbilical separation. Circuitry of the airborne
modules and interfaces defined previously were analyzed for the opera-
tional modes of each mission phase, including prelaunch, launch, orbit
insertion, orbital operations associated with docking and undocking of
CSMs, and OA operations through mission terminations.

The analysis included the primary power and control circuits,
switched secondary power and control circuits, switched signal cir-
cuits, command circuits, and computer interface circuits. Certain non-
switched signal circuits, the grounding trees and most of the digital
logic circuitry were excluded. Electrical functional changes reflect~-
ing CCB action were included. Minor electrical changes made without
CCB approval were also included in the analysis.

Analysts were initially trained in the techniques of data encod-
ing and analysis. The analysts applied the topological diagrams and
sneak clue techniques to each of the network trees to identify poten-
tial sneak circuit conditions.

b. Program Concept. The Sneak Circuit Analysis effort was
worked on a team concept consisting of NASA, MMC, TBC, MDAC-ED and
McDonnell Douglas-Western Division (MDAC-WD). The reason for the team
concept was to expedite the overall analysis effort and to implement
timely corrective action.

The NASA (MSFC) supported all phases of the analysis. The MMC
prime function was to manage the team, obtain the data for the analy-
sis, evaluate potential sneaks, and ensure implementation of correc-
tive action. The TBC prime function was to analyze the Skylab circuitry
and identify any potential problems. The MDAC-ED and MDAC-WD prime
function was to assist MMC in the data area and support TBC in coord-
ination with the design engineers for potential sneak circuits analy-
sis or identification.

A review board, consisting of a member from each organization,
was established to dispose of all reports.

c. Data Operation. The data collecting and filing activi-
ties, which were performed to support the Skylab Sneak Circuit Analy-
sis, had as their prime objective the provision of accurate, complete,
and current information for the analysis. Over 6,000 items of data
were received. Of this total 4,000 were schematics or wire lists. The

II-99



balance consisted of integrated schematics, specifications, system
handbooks, operating procedures, malfunction procedures, and other

reference documents.,

d. Data Acquisition. Data in both microfilm and hard copy
forms were identified and received, which provided a description of
the electrical circuitry and its operation. However, after microfilm
was used for several months it was determined that it was not program
effective to continue its use in all cases. Only those drawings that
were used for analysis only, such as specification control drawings,
vendor specifications, and procurement drawings continued to be used
in the microfilm form. Timely receipt of this information was required
for all of the circuitry within the scope of the analysis. These data
included any type of information that accurately specified circuit
continuities or aided in the understanding of the operation of the sys-
tems having electrical circuitry to be analyzed. Accuracy of the in-
formation obtained was assured to the extent possible by selecting
wiring and schematic information from which the cables and equipment
were to be manufactured. The data were checked wherever possible to
assure that the true electrical configuration of Skylab was being used
in the analysis activities. The data received for exclusive use in the
sneak circuit analysis were retained in files.

Electrical schematics were the most important data received and
used. Schematics at the integrated system level and the detailed
"plack box" level, which included "proprietary'" information, were
received and used. :

e. Results., The task involved the acquisition, correlation,
and encoding of over 4,000 detailed schematics and wiring lists for the
various modules. These data represented the 2,800 black boxes (refer-
ence designators) in Skylab. The data input to the computer programs is
shown in Table II.F-7.

Table II.F-7. Sneak Circuit Computer Input Summary

BOX INTERNAL BOX EXTERNAL TOTAL WIRE SEG-
MODULE DATA_(BID) DATA_(BED) MENTS (RECORDS)
ATM 92K 22K 114K
MDA 22K 6K 28K
AM 46K 12K 58K
OWS 57K 14K _7J1K
TOTALS 217K S4K 271K *

*In addition, approximately 25,000 records in the ESE,
portable equipment, experiments, and instrumentation
areas were analyzed using manual analysis techniques.
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As a point of reference the Skylab CSM consisted of 22,000 BID
records and 13,000 BED records for a total of 35,000 records. Thus
Skylab was approximately 7.8 to 8.5 times as complex as the Skylab CSM.

Eight new computer programs were developed and 17 programs were
modified to provide assistance in performing and managing the analysis.
The purpose of these programs varied from tracking of input documents
and output reports to automatically drawing network trees from informa-
tion in the data base. These programs significantly reduced the effort
and cost of performing the analysis, provided a high degree of visibil-
ity of analysis and changes, and insured that every possible electrical
path in the subsystems covered was considered, A total of 400 computer
hours (IBM 260/65 and 370/155) was used in the analysis effort.

The computer runs resulted in the output of the following data for
analysis:

MODULES NETWORK TREES PATHS
ATM/MDA 3,474 21,354
AM/OWS 5,418 26,230
TOTALS 9,892 47,584

A total of 1,530 change packages were received and analyzed. Of
these 312 were electrical functional changes.

The analysis resulted in the preparation of 259 Sneak Circuit
Reports. Many reports described more than one sneak circuit condition.
A significant by-product of the analysis was the identification of
drawing errors., Over 300 Drawing Error Reports were released.

The Sneak Circuit Reports were reviewed and disposed of. The dis-
position was as follows: 44 Sneak Circuit Bulletins; 40 Problem Re-
ports; 91 Design Concern Reports, and 17 Drawing Error Reports. Correc-
tive actions resulting from review of these reports included 20 hardware
changes, 37 procedural changes, 4 documentation changes, and 5 test con-
straints. In addition over 45 hardware changes resulted from the Draw-
ing Error Reports. All Sneak Circuit Reports were disposed of and
closed out. Several Drawing Error Reports remained open because the
original drawings were no longer maintained. However, notification of
the errors was made to all concerned organizations involved in the test,
mission control, and mission support areas,

6. Conclusions and Recommendations. Except for the loss of OWS

Solar Array Wing 2 at the beginning of the SL-1 mission, the Skylab EPS
performed as expected with minimal operational anomalies. The two
power systems (ATM and AM/OWS) operated compatibly in parallel provid-
ing sufficient power capability for both SI and Z-LV operating modes.
None of the anomalies or system degradations were of sufficient magni-
tude to cause the immediate loss of sufficient power to cancel critical
activities or to cause the loss of any prime mission objective.
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Specific recommendations for future missions include the use of
solar cell interconnector materials that more closely match the solar
cell material and where possible elimination of the solder interface.
This will be necessary for missions imposing large quantities of temp-
erature cycles. For optimum power transfer between the solar array and
the power conditioning equipment include peak power tracking in future
power control and conditioning designs. In addition future design
should include sufficient instrumentation to permit effective engine-
ering analyses of performance and anomalies.

Paralleling of the two power systems proved to be a good means of
providing excellent EPS flexibility under various operating conditions
and differing system degradation rates. The design feature was at
least partly responsible for the long duration of the Skylab mission.
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G. Communications and Instrumentation System

The SWS Instrumentation and Communications (I&C) System was the
electronic equipment used to provide information and control between
the Skylab orbiting vehicle and the ground, and between the crewmen in
Skylab. The I&C System specifically provided audio and visual commun-
ications, subsystem and experiment status information, biomedical mon-
itoring, command signals, and rendezvous ranging signals. The system
was divided into seven major portions, as follows:

- OA Audio

- OA Television (TV)
- ATM Data

- AM Data

- ATM Command

- AM Command

- SWS/CSM Ranging

Each portion of the system had interfaces with other systems,
namely, the CSM, the IU, Skylab Experiments, Launch Complex 39, and the
Space Tracking and Data Network (STDN).

1. Design Requirements. The SWS Communications System design was
established to meet the requirements of the following documents:

- Cluster Requirements Specification, RS003M00003

- Skylab Frequency Plan Instrumentation and Communications
Interface, ICD 50M13120

- Skylab to MSFN Instrumentation and Communications Inter-
face, ICD 50M13126

- Skylab Orbital Assembly Audio System Requirements, ICD
50M13136

- Skylab Orbital Assembly Television System Requirements,
ICD 50M16132

- Module, Subsystem, and Intermodule Interface Control Documents

a. Intercenter Panel., Definition and resolution of all I&C
interface problems were delegated to the I&C panel in March 1967 by the
director of the Saturn AAP. The charter meeting of the panel was held
in April 1967, and over the course of the total AAP and Skylab programs,
16 meetings were held. The task of the panel was significantly reduced
in September 1968 when the LM and the AM were assigned to MSFC for pro-
gram implementation, At this point a number of interfaces were either
eliminated or reduced to level B (intracenter-intercontractor). During
the program, subpanels and ad hoc working groups were formed with the
panels sponsorship to work in specialized areas., Examples of these groups
are the RF System Subpanel, the Electromagnetic Interference (EMI) Sub-
panel, the Data System Subpanel, the Audio Working Group, and Transducer
Working Group.
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b. Data Systems. Early configurations established a data
system in support of the ATM and a second in the AM. These systems
were baselined using existing equipment designs. The designs represen-
ted equipment from the Saturn program in the case of the ATM and the
Gemini program in the case of the AM. As the program evolved system
configuration changes occurred. Generally, the changes were directed
to expanding capacity and insuring the achievement of the required
operating life.

In the case of the ATM the addition of Remote Analog Submultiplex-
ers (RASMs) provided additional measurement capacity and the develop-
ment of the ASAP equipment provided for storage and recovery of selected
data during the periods when RF contact was not available.

The Gemini system configuration was revised by the addition of the
PCM interface box. The capability obtained by addition of this box in-
cluded additional channels by dividing down some high sampling rate
channels included in the original PCM format. This made available
added portions (subframes) of the format for recording more than the
single subframe that was recorded in Gemini, and provided a means of
selecting between redundant programmers to insure system operating
life. As part of the data system, multiple recorders were installed
to insure reliability and record increased amounts of data when no
ground station contact was available. Recorder modifications were made
to permit recording of digital experiment data not identical to the
Gemini format and to record voice on a second track.

c. Command Systems (Including RF Systems). The Command Sys-
tems, as did the data systems, used equipment developed for earlier
programs, specifically Saturn-IU equipment on the ATM and Gemini on
the AM. The systems incorporated redundancy as was normal for command
systems,

The AM command system had a teleprinter added as an output. The
unit operated from a standard format command signal having a separate
system address. The equipment was unique to Skylab and was used daily
to provide updated flight plans, menu changes, revised operating pro-
cedures, repair instructions, and a variety of other communications.
During development, a challenging item was the selection of a writing
medium that was the proper tradeoff between flammability and clarity
of reproduction.

The baseline systems incorporated redundant transmitters on both
the ATM and AM to assure availability during the life of the program.
The ATM was baselined with 10 watt transmitters while the AM used the
2 watt Gemini transmitters. Analyses were conducted on the transmit-
ter links and the marginal nature of the AM 2 watt units resulted in
direction to switch to 10 watt transmitters. Another revision in the
program resulted in a single 2 watt transmitter being incorporated in
the communications system (redundant in frequency to one of the ten
watt units) for use during boost and the early flight period. The
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change was incorporated as a result of analyses that showed the partial
pressure from outgassing and evaporative cooling systems in the IU, had
for several hours after launch, the potential of causing arcing at the
power and potential levels used in the 10 watt units.

Each antenna system for the ATM and AM involved ground selection
for the best coverage for any ground station contact. Revisions were
made in the switching matrix on both modules during program reviews to
insure that a failure in switching systems would not prevent transmis-
sion from another antenna.

d. Ranging System. The ranging system was incorporated as an
aid to the ascending CSM to conduct an efficient rendezvous with the
orbiting SWS. The equipment on the SWS was identical to that carried
on the LM ascent stage in the Apollo program. A high gain directional
antenna was designed and installed on the SWS to maximize the distance
at which ranging data would be available. The antenna was designed to
produce a pattern fitted to the nominal approach path.

e, Audio System, The baseline audio system was a wire exten-
sion of the CSM audio panels to permit headsets to be plugged in through-
out the modules of the SWS. Requirements reviews and systems analyses
resulted in the establishment of stations where Speaker Intercom Assem-
blies (SIAs) were installed throughout the cluster. These SIAs were
equipped with speakers and a push-to-talk microphone to permit commun-
ication between Skylab crewmen or between crewmen and the ground.
Special EVA and IVA stations allowed suited crewmen to tie into the
system, The SIAs also provided for control of an audio recorder, the
pickup point for operational biomedical information, distribution of
C&W alarm tones, and plug~-in capability for communications via headsets.

f. TV System. Various proposals on the incorporation of a TV
system in Skylab were presented starting late in 1967. No program di-
rection was given to incorporate the system until October 1968. The
initial system installed was based on real-time transmission only.
Television images to be transmitted included general working scenes
throughout the SWS using the Apollo color camera and pictures from the
ATM scientific cameras.

System evaluation of possible use of TV brought about the design
and development of a remote control lens to be used in conjunction with
the SAL and boom system developed for Experiment T027. This combina-
tion of equipment would permit the extension of a camera outside the
SWS for exterior views. The system was never used because one airlock
was used for the umbrella shade and the boom mechanism had to be ejec-
ted from the other airlock due to a failure. Continued analysis of
possible TV scenes and available ground contact time led, in 1971, to
incorporation of a video recorder. Use of this recorder freed the
crewmans use of TV in sending pictorial data from the times and periods
of ground station contacts,
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The final addition to the capability of the TV system was the
addition of an adapter to permit the TV camera to pick up the image
from the Viewfinder Tracking System (VIS) optics of the EREP equipment.

2. TFunctional Description. The total I&C system was used by the
SWS when docked to a CSM on orbit as shown by Figure II.G-l. It should
be noted that in its baseline configuration both the audio and TV parts
of the system are dependent on the CSM for operation. Further descrip-
tions will be provided on each of the seven basic portions of the sys-
tem with a special description on audio contact to the ground in case
of a failed CSM. System descriptions are to a large extent presented
as single figures consisting of a block diagram and associated black
box descriptions. Special features are pointed out in the body of the
text.

a. Data Systems., The ATM and AM PCM data systems both made
use of equipment developed for and flown on earlier programs. Both
systems were used to process, record, and transmit housekeeping and
scientific data. The systems shown in Figures II.G-2 and I1.G-3 both
had fixed formats for both real-time transmission and delayed broad=-
cast from recordings. The AM system provided more recorded data flex-
ibility than the ATM by having various portions of its complete output
selectable for recording.

The ATM reliability goals were accomplished by incorporating in-
stalled redundant equipment for all functions considered critical or
high risk. Selection between the redundant elements could be made by
ground command or crewman selection from the ATM C&D console.

The AM used essentially the same approach with the in flight main-
tenance capability being provided for the tape recorders. These were
installed in operating positions and any data required could be re-
corded on any one although during certain experiment operating modes
all three were required simultaneously. For in flight maintenance
procedures spares were carried in the SWS and installed during flight.
Additional AM recorders were brought up to the SWS on manned flight
SL-3. An AM tape recorder repair kit was brought up on manned flight
SL-4,

The RF portion of the ATM telemetry subsystem was used to tele-
meter real-or delayed-time PCM data from the ATM systems and experiments
to the STDN. Input switching enabled either transmitter to transmit
either the PCM real-time format or the PCM delayed-time (recorded) for-
mat. Both transmitters could transmit the same data (i.e., real-time
format or delayed-time format) simultaneously.

Appropriate modulation and antenna selection was accomplished by
either ground command or astronaut control. The antennas were switch-
able so whichever element exhibited the higher gain at a given space-
craft look angle to the ground, that element could be selected for
telemetry transmission.
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The need for one or more omnidirectional radiating elements for
downlink data was realized early in the ATM program. Preliminary
consideration was given to mounting these antennas at the end of booms
extending out from the ATM rack structure. However, the concept of
using the solar panels as extended antenna mounts soon evolved, and was
accepted. The telemetry antenna design first given serious considera-
tion was the use of a notch cut into the edge of a dummy solar panel,
or a slot cut out of the dummy solar panel mounted on the end of the
solar panel wings. The design was, mechanically, compatible with the
solar panels but eventually had to be replaced because of unsymmetri-
cal antenna patterns including sharp nulls.

The notch concept was finally discarded in favor of simple dipoles.
The flown configuration had two dipoles mounted in planes that were
mutally perpendicular, thus avoiding overlap of pattern nulls. They
displayed better overall patterns and were still relatively simple
mechanical devices, with sufficient mounting flexibility to favorably
orient the antenna pattern.

The AM RF system included two types of antenna, namely stub
antennas and discone antennas. Because the discone antennas were fold-
ed inside the shroud, the stub antenna mounted on a fixed portion of
the shroud was designed to be used during launch in conjunction with
the 2 watt transmitter. Use of the 2 watt transmitter during the launch
phase avoided the possible loss of data due to corona in the 10-watt
transmitter.

In the transition from the WWS to the DWS concept of Skylab, con-
sideration was given to using all 2 watt transmitters. Subsequent
analysis determined the 2-watt transmitter to be inadequate for contin-
uous orbital operations, because these low-level transmitters resulted
in marginal signal levels at maximum slant range for both the 220 and
260 n mi trajectory altitudes, being considered at that time. The VHF
coverage of a 260 n mi, 50 degree inclination mission was reduced from
28.1 percent of flight time to 21.2 percent, or nearly a 25 percent
decrease. The analysis compared the 2 watt transmitter to a 10 watt
transmitter. It became apparent that an increase in the power output
of the transmitters was necessary to increase coverage and permit sig-
nal acquisition at maximum slant range. Use of a 10 watt transmitter
represented a seven dB increase in signal margin. This power level
yielded positive signal margins for less than nominal link conditions.
The 10 watt transmitter was subsequently defined for the AM telemetry
system and became the orbit configuration. As mentioned earlier, a
2 watt transmitter was retained and used during the launch phase.

b. Command Systems. The ATM command system hardware was a
carryover from the Saturn program. The command receiver operated at
450 MHz and after demodulating the RF signal, provided a dual phase-
shift keyed (PSK) audio output to the decoder or a 72 Kilo Bits per sec-
cond (Kbps) wave train to the digital computer memory load unit. The
latter signal allowed the ground to reload the ATM digital computer
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memory if required. The output of the decoder was either digital inputs
to the ATM digital computer or digital commands processed by the switch
selectors. As noted in Figure II1.G-4, the switch selectors and the digi-
tal computer could also be accessed by an onboard keyboard mounted on

the ATM C&D console. The keyboard was capable of implementing the same
commands that were available to the ground. The command system was re-
dundant and could be operated in parallel or individually,

The original design of the ATM command system consisted of one-
half the redundancy shown in Figure II.G-4. To meet the program reli-
ability requirements the system components were configured to provide
two independent parallel systems connected in active redundancy al-
though only one operational system was‘'required for processing the com-
mand data transmitted by the STDN. System design allowed the STDN to
address either or both independent systems. The ATM command system was
activated via an AM command system function.

From the early design stages of the ATM, when the ATM was to be a
free-flying module to be docked to the WWS cluster, the need for one
or more antennas was required on the ATM for command reception, It
was desirable that these devices be omnidirectional because they were
to be effective with the cluster in a variety of attitudes. Preliminary
consideration was given to mounting these antennas at the end of booms
extending from the ATM rack structure. However, the concept of using
the ATM solar panels as extended antenna mounts soon evolved and was
accepted,

Three antenna configurations were considered: a scimitar element,
a fixed (bent) dipole element, and a deployable dipole element. The
bent dipole antenna (also referred to as a quadrant antenna), when com-
pared to a scimitar element, showed a more uniform antenna pattern with
only minor nulls in the pattern, whereas the scimitar showed sharp peaks
and deep nulls in its pattern. The dipole element thus was a more de-
sirable antenna, being more omnidirectional. The dipole element also
proved to have a better gain distribution (i.e., percentage of spheri-
cal coverage versus antenna gain) than did the scimitar antenna.

Considering the above and the fact that the bent dipole was much
smaller and lighter than the scimitar element, which required a heavy
ground plane, the bent dipole antenna was selected to be mounted on an
antenna panel at the end of ATM solar panel 710,

The second element of the redundant antenna system was to be a
deployable dipole element located on the end of ATM solar panel 712,
This element was given initial rejection on the basis that the added
element was not really necessary for adequate coverage and also that
it would require deployment that would be less reliable. However, the
second element when added in quadrature to the first element (on panel
710) and being in a plane perpendicular to the first element provided
an exceptional complement for command coverage.
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The AM command system also operated at 450 MHz but accepted only
those commands with the proper vehicle address code. As noted in Figure
I1.G6-5, redundant receivers and decoders were provided with the capabil -
ity of switching from one system to the other automatically or by ground
command. In addition to providing 544 discrete commands, and update the
timing system, the command system also processed uplinked messages to
the AM teleprinter providing the crew with a hard copy of data transmit-
ted from the STDN,

During the launch and initial unmanned activation period of Skylab,
command reception was accomplished using the command and launch stub
antennas located on the AM FAS. Following deployment of the discone
antennas, command reception was switched from the stub to the discone
antennas.

The stub antennas were modified Gemini elements designed for com-
mand reception in the 440 to 460 MHz frequency range (450 MHz nominal,
The electrical characteristics of the stub elements were basically un-
changed except the stubs which were A/4 wavelength long before the pWs
ended up as a A/2 stub element in its final configuration,

The discone antennas, designed for command reception at 450 MHz
nominally, remained unchanged in electrical characteristics since their
inception during the early program period. Each discone element was
located on the ends of booms that were deployed subsequent to Skylab
orbital insertion and PS jettison. To establish the best possible con-
figuration for optimum coverage, the location and length of the booms
were varied during the program,

c¢. Ranging Subsystem. During the CSM rendezvous and docking
phase, the AM ranging system was used in conjunction with the CSM Apollo
ranging system to compute and display the range between the CSM and the
SWS. The AM ranging system consisted of a helix element ranging antenna,
a Very High Frequency (VHF) transceiver, and a range tone transfer assembly
(RTTA). A block diagram of the AM ranging system is shown in Figure IIL.G-6.

During the period of WWS to DWS transition, an AM ranging system
was introduced to work in conjunction with an established CSM Apolilo
three-tone ranging system. System design was based on the technical
restraints of the Apollo system and the Skylab mission requirements. As
the mission requirements (e.g., tracking range, SWS attitude during ren-
dezvous, CSM to SWS orientation during rendezvous) changed, so did the
conceptual design of the AM ranging system.

Several options were considered in establishing the ranging antenna
element(s) type and locations., Based on an early mission sequence re-
quirement that the SWS would be in the Z-LV attitude for one-orbit from
noon-to-noon and in the SI attitude for the remainder of the rendezvous,
it was concluded that it would be impossible to generate the required
antenna coverage from the AM without the addition of boom supported
antennas,

II-115



(z 3o 1 393Ys) weaSeIq }°01g [euUOTIOUNg waISASqNG PUBIMIO) WY *¢-n*TI @an31j

YIINTYdITAL

A ¢ SIIND _
SMO AVIZY . WLV
. )| P WSO
WY _lsz
SMD0TD AVIASIA e MO :
SLINQ AV1d < >
-sIa "TVLINIA VIW
XL 9L :
WALSASANS aowmwv\mmovmﬁaw
VIVd RV
‘ |-
7 44a00Id T wd4ao0oad
AMVANODES KAVWI¥d
7 d9ADM| T ¥ADY 7 dWADY| 1 d9ADY
—
YAXA'1d19avno HOLIMS XVOD | 4S9
—
HOLIMS XVO0D
HOLIMS XVOD
ANODS 1A

II-116



(2 30 z 399Yyg) wealerq }o0Tg [BUOTIOUNS WSISASQNS puBwWO) Wy  *S-9H°II 9an81y

*1013u0d punoa3 pue Jenuew
SEH °09g w (L6 12d 9ur] 2uo0 jo paads e Je sofessaw jo Adoo PieYy SUTT/SI310eieYd (Of SIUTAJ YIINIUdATAL

*1d3utadatel £q asn 103 jewroy 1adoxad ojut elep s2poddQq :IINN JINOULOATH FOVAGLLNI

*10a3u0d punox8 sey °sfeld
-STP pieoquo pue Jy¥d 03 elep IWD pue (1) 13p003p/A3ATAI21 §)O(Q IURPUNPIT JO [OIIUCD OYJewOIne ¢ (XI)

12s91 juswdinbs 03 03 03 2wl Jo umopiunod ‘walsfsqns elep 8yl o3 3uTwyl saprAOld GOL/WdNIl JINOWLOATA

*1033u0d punoal pue Jenuew Sey °SS8D
-0xd pueuwod >T3To3ds 231edTpurl 03 K13°2wsT93 03 3ndIno S9apTAOIg *sjudwiiadxa pue ‘swo3lsfsqns gMg 107
SpueuWOD SWT] Te31 OJUT 1dpPOJ3p/IdATI0921 woiy elep [eI18Ip TeTios §312AuU0)  IINN YAATIA AVIZY ANVIGOD

*snie3ls s3T 23e0Tpul 03 3Indino

saptaoad Leya1 yoeq -‘*sLeiox 3utyoje] ssjeaado pue 19p0od3p woxy sasnd 931913STp SIATII9Y TINAON AVITY

°10a3uod punoil
puE Tenuew Sel °pdpOd3p pue PIATIOI1 13091100 udaq sey a3essou ay3 3eyl BuTwifyuod paljjwsuell
ST 2sInd UOTIEdTITI2A y “*sanpow Kelai 8yl o3 asynd 23210STp e 10 ‘193jutadafel 10 nEY) ‘wasAs

9douUa18za1 Swil 3yl 03 3Indino eijep [e31T3Ip sapraoad ‘1eul81s o31sodwod Ygg sopoosq 1SUAA0DIA ANVWINOD

*SIapod3p 2y3j 03

Indino a3tsodwod g4 sapraoad pue SOIBUTWTIISTP “S3I2AU0D umop ‘Teul¥s Jy SOATI99Y :WAATHOTY GANVIGAOD

*qnlis 10 3ndur FSH ‘SUO0ISTP AdY3ITO

‘2u0dsIQ 10 qn3Ig JgHN SUOTIeUTqUOD SUTMOT]OJ 9yl 319973S 03 pasn 2ie SaYOITMS aYL :HOLIMS IVIXVOD

"1013u0d punoi3 pue TeNUBW SeH ‘SPUBWWOD pue elEp YIOq 103 pIsSn ST BUUdIUR SUOOSTP Y :VYNNALNY ANODSIA

"1013u0D punoay pue Jenuew SeH PUBUWOD pue BIEp yjoq 103 pasn

ST euuajue qnis i13Yyjo YL .%._”CO Ewuw%mﬂzw puewuwod Ky ayl 103 p3Isn ST puuajue qnis 2uQ CVNNAINV 9NLS

I1-117



wealerq MoOoTg [eUOIIDUNG wAlsAsqng Burlduey WSH/SMS *g-n*I1 2an31yg

WV |WSD
VNNIINV
AVLIWIOS
XTGNISSY YIATIISNVIL
ZHW 8°96¢
e YIWX z . aowad
HHW 8°962 AADE > aod
ATINASSV
YAISNVIL X1da
INOT, TONVH (o} dHOD ey AMDIOVIL
X'1dd FONVI
> AVidsid ‘.._.I
dADY /*6c2 <noz
2 10687 | X | gonve
|
VNNAINV AINV
XITHH IWIOS

*(s99a39p Q¢) 30399s yjipimuweaq moiaeu e uyf ured y31y sapraoad ruudjue 9yl "AJqWASSY IDATIOSuUBI], 3YI
woiy sTeudTs (2HW 8°'967) Surijtwsueal pue (ZHW [°66Z) Suralaoaa yjoq 10J pasn ST XITd9Y uanl G ¥ :YNNAINV

*£1quwassy 12AI9Osueal 2yl JOo IaTaaed is9jjfwsuen)

9yl 3je[npow 03 YIIY 2Yl UT pasn udyl sT yoiym (Paem aaenbs zHy 9°'[¢ :2ufy 10 ‘2Aem 21enbs uns om)

-aInpow zH [HZ/ZI G6"€ :°2SIe0d {aaem 3dienbs zZHY Gg'¢ :unypow) Jeudys suol d3uel dYl $IONIISUOCIIT pue
$30939p VIIY 94l °I3AT3991 3yl woly sauol dfuea olpne pajeinpowdp s3daddy I XTIWASSY YAJISNVEL ANOIL FONVYH

*19T13e0 ZHW 8°'96¢ B S93e]
-npow pue yIIY¥ 2yl woaj 3ndino auol a8uex orpne 9yl s3deddy °VYILIY Y3 03 3T sandul pue suol a3uel orpne
ay3 ssjelnpousg ‘KSH Y3 wWolJ paljTwsuell zZHW [ 65z JO Aouanbaay I3T3aed B SI3ATI09Y XTIWASSY "IATTISNVEL

II-118



Several antenna configurations were considered. Adequate antenna
coverage could be provided for a SI rendezvous (i.e., no 2-LV) with
two low gain helices each mounted on six-foot deployable booms extend-
ing from the AM STS and one high gain helix deployed on a shorter boom
from the STS below the longitudinal (X-axis) axis of the SWS. Boom
mounted antennas on the AM STS would also provide adequate coverage
with a sequence requirement for SWS Z-LV attitude for two orbits (max -
imum) with the OWS leading. This was the final attitude requirement
established for rendezvous,

The deployed boom concept for the ranging antennas was rejected
for the fixed mounted antenna concept, so no movable or deployable
appendages would be necessary to activate the antenna system.

Continued analysis and finalization of mission sequence require-
ments for rendezvous, led to the definition of a single helix 5-turn
element antenna. Its location was to be fixed mounted on the ATM
DA, such that after the DA was deployed, positioning the ATM above
the MDA in its sun-oriented on-orbit position, the ranging antenna
would be located approximately over and on the +Y side of the MDA
axial docking port.and below the main body of the ATM. The antenna
was oriented such as to provide coverage in the X-Z panel and in
the +X, +Z quadrant of the plane of rendezvous and docking., The
range was 300 n mi with the SWS in the Z-LV attitude. The antenna
element was predominantly circularly polarized and was used for both
receiving and transmitting, The 3 dB beamwidth was 50 degrees with
peak gain of 9 dB,

d. Audio System. The audio subsystem was designed to provide
intercom capability for the crew within the OA and/or while engaged in
EVA and to provide two-way communication between the STDN ground sta-
tions and the crewmen in real time. Del ayed time downlink voice was
also provided. In addition, the subsystem supports the gathering of
biomedical data and operation of the C&W subsystem., See Figure II.G-7
for a functional block diagram and a listing of major components.

For normal communication, the operation of the system required the
presence of the CSM because the system was dependent on the CSM audio
amplifiers and transmitter/receivers for on-orbit intercom and real-time
communication with the ground. Because RF communication with the ground
was limited on average to approximately 30 percent of the time, the
capability to record voice was provided in the AM. A tape recorder
amplifier was provided in the Audio Load Compensator (ALC) taping the
voice signal from the earphone lines. The voice was recorded on the
second track of the AM data recorder and played back at high speed when
over a ground station.

Two independent channels, A and B, provided redundant voice com-
munication capability throughout the OA. One channel was configured
to provide intercom and real-time transmission with the ground and the
second channel was allocated for the recording of voice. Voice inputs
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into an SIA or EVA/IVA panel via headsets were routed to the CSM via
the microphone amplifiers of the ALC. In the CSM the signal was amp-
lified and returned to the SWS ALC via the headset line amplifier. The
signal was then distributed to any active SIA or headset connected to
this channel. For real-time communication with the ground, the CSM S-
band transmitter/receiver was switched to the proper channel via the
CSM audio panels providing duplex voice communication with a crewman
from any audio station on the SWS.

In the course of the Skylab program the audio system underwent
significant changes as the program requirements were revised from the
WWS to DWS by LM deletion and finally an attached ATM. Although the
interface with the CSM voice communication system did not change the
system originally included a secondary voice mode that used airlock
audio equipment and transceivers to provide intercom and a simplex
link between the airlock and the STDN.

In the final configuration, the airlock RF voice communication
subsystem was deleted which included the VHF transceiver, VHF duplex
receiver and peripheral audio equipment. The revised system took ad-
vantage of existing communication hardware required by the CSM when fly-
ing to and from the SWS. The revised system, as flown, included use of
the CSM S-band system for duplex communication, backed up by the CSM
VHF communication equipment. Redundant, ALCs were provided in the SWS
providing separate buffer amplifiers for the microphone and earphone
lines in addition to providing voice record capabilily as previously de-
scribed. As new experiment and operational requirements were developed,
the quantity and locations of the SIAs continued to be changed., During
this period a study was made on the design requirements for the SIA and
whether it should be a two-box unit or a one-box unit for providing
channel switching, headset connection, microphones, speakers and asso-
ciated amplifiers, tape recorder controls, biomedical monitoring chan-
nels and interface with the C&W system. Incorporation of all of these
functions in one box resulted from studies conducted by NASA, module
contractors and crew preference.,

e. Television System. The Skylab TV system consisted of a TV
bus routed through the MDA, AM, and OWS for record/transmission of scenes
from a portable field sequential color camera and a tie-in with the five
ATM experiment cameras for the retrieval of scientific data, (see Figure
I11.G-8). The video output from any one of these cameras was selectable
for downlink transmission to earth via the CSM S-band transmitter. Be-
cause continuous contact with ground stations was impossible due to the
low nonsynchronous orbit of Skylab, a video tape recorder was provided
capable of recording 30 minutes of video data and playback at the same
record speed via the same S-band transmitter.

In the SWS, five camera plug-points (TV input stations) were pro-
vided for use by the color camera so that almost all manned areas in-
ternal to the SWS could be observed. One of these stations was located
so that the astronaut's EVA could be observed. In addition, a special
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adapter was provided for the camera to be mounted on the Experiment
T027 boom (remotely controlled by the crewmen inside) to make observa-
tions outside the spacecraft. A video switch located in the MDA provi-
ded the capability to switch from the TV bus to the ATM cameras for
recording or transmission to ground. The ATM TV video was the same
scenes as monitored by the crew on the ATM C&D console. A unique fea-
ture of the video tape recorder was its capability to interweave the
crews voice signal into the video signal format, eliminating the neces-
sity for a separate RF downlink for audio. Audio inputs to the tape
recorder was accomplished by interconnecting a cable from the SIA con-
nector normally used for headset operation to the Video Tape Recorder
(VIR) audio input connector,

The evolution of the TV system was one whereby new requirements
were identified over the course of the program. As the SWS configura-
tion changed from the WWS to the DWS, trade-offs were initiated between
using preinstalled cables or drag-in cables.

The system trade-offs resulted in a configuration using a single
preinstalled coaxial cable bus through the SWS with amplifier stations
for connecting the TV camera. The amplifiers were found necessary due
to losses in the cable length required to cover the entire SWS. The
Skylab program made use of the best cable available for interior use on
a manned vehicle, RG-210, and developed the necessary isolated (float-
ing shield) coaxial connectors.

A later requirement for transmitting ATM signals was met by the
installation of a switch in the MDA to select between signals origin-
ating in the MDA and either of two ATM signals. The switch included
amplifiers to achieve a proper interface level for the transmission of
the ATM signals, The ATM was modified from its baseline closed circuit
TV system design by the addition of equipment to add a synchronization
signal to the TV signal and ground isolation to eliminate a ground loop
to ATM structure.

System evaluation led to a new program requirement that allowed
the camera to be mounted outside of the SALs in the OWS on the Experi-
ment TO27 universal extension mechanism, This provided coverage of
scheduled EVAs to the ATM and also a means of surveying the exterior
of a majority of the OA via a remote control panel.

During 1971 reviews were made of the feasibility of incorporating
a2 VIR in Skylab., Late in the year, the decision was made to incorpor-
ate a recorder from the Earth Resources Technology Satellite Program
modified for incorporation in a manned space vehicle with provisions
for some manual control.

A final system change initiated early in 1972 was to transmit by
television the scenes of the VIS of the EREP.
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3. Interface. The control of interfaces was an important techni-
cal aspect in the formation of the Skylab I&C system. At the time of
liftoff 53 ICDs were used to control the wide variety of interfaces that
were peculiar to the 1&C system.

The method generally followed in the preparation of ICDs and Inter-
face Revision Notices (IRNs) was to have the custodial agency prepare a
technical draft, distribute copies for review, consolidate comments re-
ceived orally or in writing and based on the complexity of the change,
conduct a final review with affected parties before submittal for pro-
gram baseline.

The ICDs reflected a variety of program controls. The types are
illustrated by the extensive Level A Audio and Television System Re-
quirements documents encompassing system configuration, system perform-
ance, crew interfaces, previous equipment to be used, and operating
techniques. The intermodule types represented by the CSM to MDA, and
ATM to AM, level A and B respectively, which covered the I&C functions
required between modules and the parametric standards of such functions,
common SWS hardware to various modules, such as the SIA to the MDA and
OWS required a level B document that covered functional requirements and
electrical interconnections. A group of tabular documents showing mea-
surements, commands and RF frequencies were generated as level A for the
control between centers and are illustrated by the MDA measurement and
ATM DCS RF command lists; the I&C checkout interfaces between vehicles
and KSC as illustrated by the AM/MDA ESE to Quick Look Data System(QLDS)
located in the Operations and Checkout (0&C) building, document; the
command and measurement support required by experiments such as M509
Astronaut Maneuvering Equipment to OWS; and the vehicle in flight to
ground in the Skylab to STDN document.

Each of the ICDs involved a variety of technical skills, the nego-
tiation of responsibilities on a program effective basis and finally the
assurance of testing for compliance. Many of the experiment interface
documents for Skylab involved an educational process for organizations
outside the program that were unfamiliar with the need and purpose of
ICDs.

4. Design Verification. Extensive analyses and tests were conduc -
ted on each of the Communication and Data Systems to verify its opera-
tional integrity. Analyses were conducted on new hardware design and in
hardware applications that were unique to Skylab, i.e., RF communication
to ground compatibility. A thorough test program was conducted where
feasible, from the black box level to the total system. The magnitude
of the Skylab vehicle precluded ground testing of the complete system
on the TV and audio system, the on-orbit operation of the docked CSM to
the SWS being the first time these systems were activated as an integra-
ted unit. The following paragraphs summarize the more pertinent design
verification for each system,
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a. Analyses. Because the majority of the Skylab Data and
Communication systems were application of design and hardware developed
on previous programs, the only formal systems performance analyses were
conducted on the antenna coverage and RF circuit margins, the analysis
on the Skylab TV System and a RF beat frequency analysis. As with all
the other systems comprising the Skylab Vehicle, Failure Modes and Ef-
fects Analysis (FMEA), Single Failure Point (SFP), and contingency analy-
ses were conducted on the Data and Communication systems but are not de-

tailed in this report.
(1) Systems Analysis

(a) RF Link Analysis. Up and Down RF link analyses
were conducted on the command and telemetry systems for both the AM and
ATM. The analyses evaluated the communication links using the expected
Skylab trajectory and the STDN ground station operating parameters.
Analyses of these links were performed using the Computer Oriented Com-
munications Operational Analysis (COCOA) programs tabulated output car-
rier margins (Cm). These data then, provided the nucleus for determin-
ing the RF link capability associated with communications bar charts, the
data-dump/command -gaps, the impact of rendezvous and earth pointing atti-
tude on the telemetry links, and generating the Command Module (CM) ana-
log plots.

A summary of the ATM and AM telemetry and command RF link calcula-
tions is shown in Tables II.G-1 through II.G-6. A plus six dB Cm at max-
imum slant range was required for satisfactory performance criteria (ICD
specification). Both AM discones and the ATM Aft dipole exceeded the +6
dB Cm at maximum slant range, using antenna gains achievable over 75 per-
cent of the telemetry antenna patterns. The command links, with the ex-
ception of the command stub antenna in conjunction with the Model 27
backup command receiver, exceeded the +6 dB Cm at maximum slant range,
using antenna gains achievable over 95 percent of the command antenna
patterns.

The trajectory-related RF data generated for the ATM and AM telem-
etry links by COCOA programs, which used measured and calculated param-
eters in time increments of 0.2 of a minute, indicated that 95 percent
or better of the link computations provided a positive Cm; 84 percent
or better provided a +6 dB. The ATM and AM command links indicated 99.9
percent or better provided a positive Cm; 99.8 percent or better pro-
vided a +6 dB Cm,

In analyzing the generated link data, it was determined that the
telemetry Cms were basically the same when the SWS was in either the Z-LV
attitude or in the SI attitude. Also, the principal limiting tactor in
completing the VHF and Ultra High Frequency (UHF) links, based on a pos-
itive Cm, was the maksing data and the two-degree elevation angle con-
straint, with respect to the ground stations.

(b) Antenna Pattern Analysis. The radiation pattern
over the surface of a sphere in a 8, @ coordinate system was analyzed
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Table I1I1,G-l. ATM Telemetry RF Link Calculations

FWD AFT
PARAMETER ANTENNA LINK ANTENNA LINK
S/C XMTR POWER (10 WATTS) P, = 40.0 dBm P, = 40.0 dBm

S/C ANTENNA GAIN - FWD & AFT

ANTENNA DIPOLES(75% COVERAGE G.==- 9.0dB  G¢ =- 5.3 dB
FOR COMPOSITE RHCP & LHCP

S/C LOSSES, CALCULATED Ly = 4,5dB Ly = 4.5 dB

SPACE LOSSES (FREQUENCY =

235.0 MHz, RANGE = 1,300 n mi s = 147.4dB  Lg = 147.4 dB
RECEIVE CIRCUIT LOSSES ~ )

(RF & POINTING ERROR) Lr = 2.0db  Lg 2.0 dB
GROUND STATION ANTENNA GAIN ) }
(18-ELEMENT TELTRACE SYSTEM) Gr = 19.0dB G = 19.0dB
RECEIVED POWER LEVEL P, = -103.9 dba P, = -100.2 dBm
RECEIVER SYSTEM SENSITIVITY

CARRIER MARGIN Cy = 4.1dB Cp= 7.8 dB
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Table I1II.G=2.

PARAMETER

AM Telemetry RF Link Calculations

DISCONE LINK 1

DISCONE LINK 2

LAUNCH STUB

S/C XMTR POWER
(10 WATTS)

S/C ANTENNA
GAIN - DISCONES
AND STUB ANTENNA
(75% COVERAGE)
FOR COMPOSITE
RHCP AND LHCP

S/C LOSSES

SPACE LOSSES
(FREQUENCY =
235.0 MHz, RANGE
= 1,300 n mi)

RECEIVE CIRCUIT
LOSSES (RF AND
POINTING ERROR)

GROUND STATION
ANTENNA GAIN (18-
ELEMENT TELTRAC
SYSTEM)

RECEIVED POWER
LEVEL

RECEIVER SYSTEM
SENSITIVITY
T, = 365%K/

B = 300 kHz

CARRIER MARGIN

40.0 dBm

)
]

147.4 dB

-
()
H

G. = 19.0 dB

o
]

- 99.6 dBm

-108.0 dBm

bl
=4
]
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C

40.0 dBm Pt

3.4

147.4

2.0

19.0

- 99.9

-108.0

8.1

dB

dB

dB

dB

dB

dBm

dBm

dB

40,0 dBm

147.4

2,0

19.0

-102.8

-108.0

5.2

dB

dB

dB

dB

dBm

dBm

dB



1

Table 1I1.G-3. Telemetry RF Link Carrier Margins™ versus Antenna
Spherical Coverage

PERCENT

SPHERICAL ATM LINKS AM LINKS

COVERAGE FWD DIPOLE | AFT DIPOLE DISCONE 1 [DISCONE 2 |LAUNCH STUB
75% +4.1 dB +7.8 dB +8.4 dB +8.1 dB +5.2 dB
80% +2.1 dB +6.3 dB +7.2 4B +6.6 dB +3.9 dB
85% -0.2 dB +4.,3 dB +5.4 dB +5.4 dB +2.6 dB
90% -2.6 dB +2,.1 dB +2.9 dB +3.1 dB +1.1 dB
95% 5.5 dB -1.0 dB -0.1 dB +0.1 dB -1.0 dB

1 - CARRIER MARGIN CALCULATED AT HORIZON (1,300 n mi)

Table II.G-4. ATM Command RF Link Calculations

PARAMETERS ANTENSXDLINK ANTENﬁiTLINK
STDN XMTR POWER (10 KW) P, = 70.0 dBm P, = 70.0 dBm
STDN ANTENNA GAIN (LHCP) G, = 18.04dB G, = 18.0 dBm
T osgEs (o BT+ Low L Lo
i?ﬁcﬁnt?SgiﬁcéFzEg?gggYn=mi) Lg = 153.0 dB  Lg = 153.0 dB
S/C ANTENNA GAIN (DIPOLES) G, =-18.0dB Gy = - 16.8 dB
FOR 95% COVERAGE (LHCP COVERAGE)

RECEIVE CIRCUIT LOSSES L.= 41d8 Ly= 5.1dB
RECEIVED POWER LEVEL P, = - 88.1 dBn Py = - 87.9 dBm
RECEIVER SENSITIVITY RN = -104.0 dBn RN = -104.0 dBm
CARRIER MARGIN Cmn = 15.9 dB Cp = 16.1 dB
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